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Introduction

Thank you for purchasing a Datalogic Impact machine vision system. Please read the instructions in this

document before starting your system setup. The machine vision system is flexible, compact, and configu-
rable.

This manual documents the Impact programs which you use to configure the Datalogic Impact camera and
view the data collected from your inspections. There are two main programs: Vision Program Manager and
Control Panel Manager.

VPM™ (Vision Program Manager™) is used by the inspection programmer or administrator to program
inspection tasks that run on the Datalogic Impact camera. A variety of tools furnish the flexibility to pro-
gram many inspection tasks. The programmer or administrator can also create and call their own general
purpose tasks. You can view inspection results in VPM’s Summary Table. Settings, which is part of VPM, is
used to configure the Datalogic hardware. This includes all Impact cameras.

CPM™ (Control Panel Manager™) is used by the inspection programmer or administrator to create Control
Panels. System operators, monitors, and controllers use these panels to view inspection results and control
the Impact camera.

There are two additional standalone programs, Settings and CPM Runtime Environment (CPMRE). The
Settings Program is used to configure an Impact camera and CPMRE is used to connect to one or more cam-
eras through user-defined control panels. The Settings program and CPMRE cannot be used to edit vision
programs or control panels.

Manual Contents

Intro-1

The Reference guide consists of the following chapters:

¢ Chapter 1: Installation and QuickStart Setup
Here are installation and basic setup instructions for your Datalogic machine vision system.

¢ Chapter 2: Vision Program Manager
This chapter describes how to set up an inspection, including descriptions of some of the tools in
VPM, including Input and Output ports, linking, data fields, and creating callable tasks.

¢ Chapter 3: Settings
This chapter explains how to use the VPM Settings tab to configure the camera. It reviews the cam-
eras you can use with Impact Software, including proper setup and calibration in the client computer,
and lighting adjustments. There are also details about administering the camera user interface, includ-
ing file management, user names and passwords, defining camera IP addresses and names, and file
camera use.

¢ Chapter 4: Control Panel Manager
Here are details about defining the control panels that will provide the interface between operators and
inspection tasks.

¢ Chapter 5: Impact Basic
Here are details about the Basic language used to program VPM’s Basic tool. This includes examples
you can copy and use in your own applications.

¢ Chapter 6: Appendix
The appendix contains material about the Threshold Viewer, On-screen Keyboard, Emulator, com-

Datalogic S.r.l.
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mand line parameters, and TCP/IP settings for the camera. The Emulator allows you to create and test
vision programs without hardware.

Datalogic S.r.l. Intro-2



CHAPT

ER 1

Installation and Quick Setup

This chapter discusses installing Impact software and provides a quick setup guide for connecting to a cam-
era and acquiring an image.

NOTE: This manual covers the entire line of Datalogic Impact machine vision cameras. Sections that apply
to specific models will be indicated.

The machine vision cameras can be accessed from any client computer with an Ethernet connection that has
Impact software installed on it.

Help

= To access online Help, press the F1 key, or click the Help icon in the tool bar. Click the desired topic in the
Table of Contents in the left pane of the Help window or type a topic in the search field.

System Requirements

A30, P-Series, and T4x-Series Camera

Requirements for the Client Computer

Intel®, AMD®, or VIA® x86-class processor (minimum enhanced instruction set SSSE3); minimum
1.2 GHz; 64-bit processors are supported with Windows Vista, Windows 7, Windows 8.1, and Win-
dows 10

Microsoft® Vista, Windows 7, Windows 8.1, or Windows 10
1 GB or more of RAM, 2 GB recommended

800MB or more of available hard disk space

10/100 Mbps Ethernet connection

Monitor display resolution of 1024 x 768 or greater

A program capable of reading Portable Document Format (PDF) files

Requirements for the A30, P-Series, and T4x-Series

The camera and client computer must have the same version of Impact software installed.

M-Series, MX-E Series, and MX-U Series

Requirements for the M-Series, MX-E Series, and MX-U Series Processor

1-1
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* Monitor display resolution of 1024 x 768 or greater (for local programming)
¢ Keyboard and Mouse (for local programming)

¢ Ifyou are connecting to an A30, P-Series, or T4x-Series camera, the processor and camera must have
the same version of Impact software installed.

* You must log in to an operating system account that has administrative privileges in order to install or
run Impact software on a Windows operating system.

Please note that Datalogic cannot guarantee the performance of systems which have additional software
installed on them, including, but not limited to, anti-virus and firewall software. Datalogic recommends that
these systems remain disconnected from networks that access the Internet in order to minimize security
risks. Datalogic will attempt to support systems with antivirus software installed, but we cannot guarantee
system performance.

Installation

The install program copies all the application files to their appropriate places. This includes the files for the
Java™ Runtime software, which Impact software requires. Please note that the instructions vary slightly
depending on the type of system you are using. For full installation instructions, refer to the Readme file.

Note: If security is enabled on the camera, you cannot install new software on it. You must disable security
on the camera before you start the install.

IMPORTANT: Do NOT power off the camera or processor during installation. On the A30, P-Series, and
T4X-Series cameras, all five status LEDs are turned ON during the installation process. When all LEDs turn
off, the camera will automatically reboot.

To install Impact software:
1. You may need to turn off automatic virus checking during the install if it causes installation problems.
2. You must log in to an operating system account that has administrative privileges in order to install or
run Impact software on a Windows operating system.
3. Insert the Impact Installation CD in the drive.
The installation program should start. Select the language you want the install to use, then click OK.

5. Follow the on-screen instructions.
A30, P-Series, or T4x-Series: If you want to install to an A30, P-Series, or T4x-Series camera, it must
be connected to the client PC’s network.
M-Series, MX-E Series, and MX-U Series: Software is installed only on the processor. You do not
need a camera connected to the processor to install the software.

6. When the installation has completed, you can start the VPM and complete the Quick Setup procedure.

Quick Setup

This section explains the basic steps to get a system configured so you can start using it. A more detailed
explanation can be found in later chapters of this manual.
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NOTE: If you want to begin creating vision programs and control panels without using a Datalogic Impact
camera, you can use the Emulator. (See “Choose a Vision Device or Emulator” on page 1-3.)

Camera cable connection

A30, P-Series, and T4x-Series

These cameras use an Ethernet cable to communicate with the client PC. Connect the appropriate cable
between the Impact camera’s Ethernet port and the client PC’s LAN port. Refer to the camera’s hardware
manual for connector locations.

M-Series Processor

The M-Series cameras use an Ethernet cable to communicate with the processor. Connect the appropriate
cable between the processor’s CAM port and the camera. Refer to the M-Series Processor and Camera
Guide for connector locations.

MX-E Series Processor

The E-Series cameras use an Ethernet cable to communicate with the processor. Connect the appropriate
cable between the processor’s CAM port and the camera. Refer to the MX-E Series Processor and Camera
Guide for connector locations.

MX-U Series Processor

The U-Series cameras use a USB 3.0 cable to communicate with the processor. Connect the appropriate
cable between the processor’s USB 3.0 Camera Port and the camera. The first time you physically connect a
camera to the processor, you must assign that camera to a vision device. See “Assign Tab (USB Cameras
Only)” on page 2-31 for details. Refer to the MX-U Series Processor and Camera Guide for connector loca-
tions.

Choose a Vision Device or Emulator

Connecting to and choosing a vision device or Emulator works differently on A30, T4x-Series, P-Series, M-
Series, MX-E Series, and MX-U Series systems. For more details about each system works, see “How
Impact Software Connecting Works” on page 1-7.

CAUTION: Any program on a camera that controls outputs that are connected to and control external
mechanical equipment can cause that equipment to operate when the program runs.

When VPM first starts

When VPM first starts, a dialog is displayed so you can choose a vision device or Emulator.

No vision device is currently connected

If VPM is not currently connected to a vision device, click the Connect button in the VPM tool bar. A dialog
is displayed so you can choose what connection you want to make.The first time you physically connect a
camera to the MX-U Series processor, you must assign that camera to a vision device. See “Assign Tab
(USB Cameras Only)” on page 2-31.
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One or more vision devices are connected

To maintain current connections and connect to an additional vision device or Emulator, click the Add
m device tab to the right of the Summary tab. Another tab will be added to the row. Select the desired vision
device or Emulator from the dialog.

IMPACT Ernulator l Cap Inspection 3{] SUMMIMALy ] + ]<_Add device

To choose a vision device or Emulator:

1. When the vision device select dialog is displayed, select one or more items from the list (press the Con-
trol key while you click to select multiple items). An Emulator appears in the list with Local Emulator
as part of its name.

Select a Vision Device to Connect to: E|
TIP: Details about a Vizion Devices found: Refresh
dewf:e selec.ted in Cap Inspection (162, 169, 108.65) s
the list are displayed Complete Assembly (192, 168, 108, 152)
at the bottom of the Partisl Assembly (192, 168. 108, 194)
dialog. Emulator 4 (127.0.0,4: 10019) - Local Emulator

Vision Device (192, 164. 108.50)

Shaft Inspection {192, 1568, 108, 198)

vVison Device (192, 168. 108, 101)

TurnTeble A20 (193. 168, 108.182) et

192. 168, 108.65

[t o vison Deves_]

Selected Vision Devics Delais
:ﬁerial: NA

Mask: NA

Model: N/A

Kernel Info: XA
Version: N/A

=N

2. Click Connect to Vision Device.
If security is enabled on the camera, the User Logon dialog is displayed. When a valid User ID and
password have been entered, VPM connects with the vision device or Emulator.

3. When the connection has been made, you may see a message that VPM is reading from the newly con-
nected vision device.

* Vision Devices found
This list displays the names and IP addresses of the vision devices and Emulators visible on the net-
work.
If the list indicates a device "with Recovery SW," it means that Impact software did not install on the
camera correctly (A30, P-Series, and T4x-Series only). You will not be able to connect to the camera,
though you can edit the IP Address.

¢ Connect to Vision Device
Click this to connect to the vision devices selected in the list.

NOTE: If another user is already connected to the vision device, a dialog will be displayed indicating that
the vision device is in use. See “Editing a vision program from multiple VPM instances” on page 3-7 for
more details.
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¢ Edit IP Address...
To change the IP address of the selected vision device, click this button. See “IP Address Configura-
tion” on page 6-52. You cannot change the IP Address of an Emulator.

NOTE for M-Series, MX-E Series, and MX-U Series: We recommend that you do NOT edit vision pro-
grams or control panels on one camera while any other camera on the same processor is online. If you want
to edit programs on one camera, make sure all other cameras are offline.

To disconnect from a vision device or Emulator:

1. Select the tab for the vision device you want to disconnect.
2. Click the Disconnect button in the VPM tool bar.

Camera Setup

Note: If you want to use previously captured images for this initial setup, see “File Camera” on page 2-40.

Datalogic Impact cameras contain no hardware switches so all operating parameters must be set from the
VPM Settings tab. You can use several different cameras with the M-Series, MX-E Series, and MX-U Series
processors. Refer to the M-Series Processor and Camera Guide (843-0138), MX-E Series Processor and
Camera Guide, or MX-U Series Processor and Camera Guide (821003220) for more details.

Plug in a camera

M-Series or E-Series camera:

1. Be sure the Power/Trigger cable is connected to power and the camera. Be sure the appropriate Ether-
net cable is connected between the camera and one of the CAM ports on the M-Series processor.

2. Click the Connect button in the VPM tool bar and choose the camera from the list.

3. Click the Settings tab.

4. Click the Camera icon, click the Setup tab, then click the Setup button below the image window.
5

. Proceed to “Set up a camera.”

U-Series camera:

1. Be sure a USB camera is plugged into any of the USB 3.0 ports labeled USB1 through USB4 on the
MX-U Series processor.

Click the Connect button in the VPM tool bar

Select one of the IMPACT Devices from the dialog that does not have a camera assigned to it, then
click Connect to Vision Device.

Click the Settings tab.
Click the Camera icon.
On the Setup tab, click the Assign tab.

Rl

NS » ok

From the Select Camera drop down, select the camera you want to use. The list includes camera serial
and model numbers. If a camera selection is disabled, the camera is already assigned.

™

Click OK in the Camera Connected dialog. Proceed to “Set up a camera.”

A30, P-Series, or T4x-Series camera:

1. Be sure the Ethernet and power cables are connected to the camera and that the power is on. The Power
LED lamp on the camera should be on.
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2. Click the Connect button in the VPM tool bar and choose the camera from the list.
3. Click the Settings tab.
4. Click the Camera icon, click the Setup tab, then click the Setup button below the image window.

Set up a camera

1. Click the Frame Trigger tab. Set the following values.

¢ Select the Self-paced Auto-trigger radio button. This will let you run the camera without wiring a trig-
ger signal. See “Frame Trigger Tab” on page 2-24 for more details.
2. Click the General tab. Set the following values. (Some options are not available on all cameras.) Leave
the remaining values at their default.

¢ Gain: Default
e Offset: 0

¢ Shutter Open Time: 10,000 microseconds

¢ Strobe Pulse Length: 30 microseconds

3. Click the Live button. If you do not see the image or object in the image window, adjust the camera
focus, shutter open time, and strobe length until a clear, well defined image is displayed. See “Camera”
on page 2-17 for more details about how each of the settings affects the image.

4. You may need to move the camera toward or away from the object until it fills most of the camera’s
field of view.

Camera Calibration

For this Quick Setup, you can leave the camera uncalibrated. A camera requires calibration the first time you
use it and when the camera-to-subject distance is changed. Calibration insures that the measurements indi-
cated in VPM tools accurately relate to the camera image’s measurements. See “Calibration Panel” on
page 2-33 for more details.

Date and Time

(A30, P-Series, and T4x-Series only)

In this step of the Quick Setup procedure you will set the date and time on the camera. Leave the other
parameters at their default setting.

=

General Panel - Vision Device Date/Time
1. Click the Settings tab.

2. Click the Genera System Object icon.
3. Click the Setup tab.
4

. In the panel section labeled “Vision Device Date/Time,” click Synchronize to PC. This sets the camera
date and time to match the client computer. See “Vision Device Date/Time” on page 2-7 for details.

The time is also automatically synchronized when a connection is made.

You have now completed the Quick setup.
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How Impact Software Connecting Works

A30, P-Series, and T4x-Series

1-7

Connecting to a camera

The A30, P-Series, and T4x-Series camera physically connects to the client PC with an Ethernet cable
between the client PC’s Local Area Network (LAN) port and the camera. When you click the connect button
in VPM, this LAN connection is used to communicate with the camera. Each camera has a unique IP
Address. See “IP Address Configuration” on page 6-52 for more details.

When you connect to a camera, you can work with either live images or previously captured images (File
Camera). When the camera is set to File camera mode, images and Vision Programs are stored on the cam-
era.

Multiple users can connect to a camera, but only one user at a time can edit programs or change data on the
camera.

Connecting to an Emulator

You can use an emulator with CPM and VPM to create and test vision programs without a camera connected
to the client PC. The Emulator uses the PC to emulate a camera.

When you connect to a Local Emulator, if it is not already running it is started automatically on the client
PC. VPM then uses an internal software connection to communicate with it. Up to four Emulators can be
running and connected at a time. The IP Addresses 127.0.0.1 through 127.0.0.3 are associated with the Local
Emulators.

You must already have suitable images saved in order to use the Emulator since it is intended for creating
vision programs without a camera. Emulator images and Vision Programs are stored on the client PC.

Multiple users can connect to one Emulator, but only one user at a time can edit programs or change data on
the Emulator.

Client PC

VPM —Jp» CONNECT ——Jp—| Emulator 3 |

LAN '

USB

A30, P-Series, or T4x-Series
Do NOT connect
GigE cameras to the LAN port

Do NOT connect USB MX-U Series camera
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M-Series and MX-E Series

Connecting to a camera

The M-Series and E-Series cameras physically connect to the processor with an Ethernet cable between the
processor’s CAM port and the camera. An “interface” software program (called Vision Device) runs on the
processor. Each vision device is automatically assigned to a CAM port to provide communication with and
control of a camera. If no camera is physically connected to the CAM port, the vision device acts as a Local
Emulator.

Click the connect button in VPM to connect to the selected vision device. The number of vision devices (and
the processor’s camera capacity) is determined by the processor type and number of licenses. Each vision
device has a unique IP Address. See “IP Address Configuration” on page 6-52 for more details.

When you connect to a camera, you can work with either live images or previously captured images (File
Camera). When the camera is set to File camera mode, Vision Programs are stored on the processor.

Multiple users can connect to a camera, but only one user at a time can edit programs or change data on the
camera.
Connecting to an Emulator

When you connect to a vision device that has no camera connected to its CAM port, the vision device acts as
a Local Emulator.

You must already have suitable images saved in order to use the Emulator since it is intended for creating
vision programs without a camera. Images and Vision Programs are stored on the processor.

Multiple users can connect to one Emulator, but only one user at a time can edit programs or change data on
the Emulator.

M-Series and MX-E Series Processor

If no camera is connected, the Vision GigE cameras
Device acts as a Local Emulator Note: E-Series cameras work only on
MX-E Series processors

—|Vision Device 1 |—{ CAM 1

Vision Device 2 CAM 2

VPM ==efpp CONNECT _’_l Vision Device 3 CAM3 |——
4|Vision Device 4 CAM4 ———

—we 1)

uUSB

Number of cam-
eras is determined
by the processor
type and number of
licenses.

§&éd

A30, P-Series, or T4x-Series
Do NOT connect
GigE cameras to LAN 1 or 2

Do NOT connect USB MX-U Series camera

MX-U Series
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The U-Series camera physically connects to the MX-U Series processor using a USB cable between the pro-
cessor’s USB 3.0 Camera Port and the camera. An “interface” software program (called Vision Device) runs
on the processor and provides communication with and control of a camera. A vision device is not initially
associated with a USB port. If no camera is physically connected to the USB port, or assigned to the port, the
vision device acts as a Local Emulator. See “Assign Tab (USB Cameras Only)” on page 2-31.

Click the connect button in VPM to connect to the selected vision device. The number of vision devices (and
the processor’s camera capacity) is determined by the processor type and number of licenses. Each vision
device has a unique IP Address. See “IP Address Configuration” on page 6-52 for more details.

When a camera is assigned, you can work with either live images or previously captured images (File Cam-
era). When the camera is set to File camera mode, images and Vision Programs are stored on the processor.

Multiple users can connect to a camera, but only one user at a time can edit programs or change data on the
camera.

Connecting to an Emulator

When you connect to a vision device that has no camera connected to, or assigned to, its CAM port, the
vision device acts as a Local Emulator.

You must already have suitable images saved in order to use the Emulator since it is intended for creating
vision programs without a camera. Images and Vision Programs are stored on the processor.

Multiple users can connect to one Emulator, but only one user at a time can edit programs or change data on
the Emulator.

MX-U Series Processor

If no camera is connected or assigned, the
Vision Device acts as a Local Emulator
USB MX-U Series cameras

USB 1

—| ETH 1 or 2 '
USB5

Do NOT connect USB
MX-U Series camerato USB5 ——

Number of cam-
eras is determined
by the processor
type and number of
licenses.

USB 2

. Assign | USB 3

VPM e CONNECT

"

USB 4

A30, P-Series, or T4x-Series
Do NOT connect M-Series
GigE cameras to ETH 1 or 2
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CHAPTER 2

System Configuration

Introduction To System Configuration

This chapter explains options on the Settings Tab. It is used for general system configuration including the
Impact camera, Vision Device, Emulator, Internet Protocol (IP) Addresses, communications, security, cam-
era calibration, and other areas.

Some options are available based on whether VPM is connected to a camera, Vision Device, or Emulator, as
well as the type of camera.

Settings Tab

General

s

VPM must be connected to a camera, Vision Device, or Emulator to access the Settings tab. See “Choose a
Vision Device or Emulator” on page 1-3.

You can access properties through the system objects on the Settings Tab shown in Design Mode. Every
object has the general properties of Name, Description, and Type. Some system objects have inputs and out-
puts that can be set directly or linked between tools. Most system objects have both a Setup and a Properties
tab.

NOTE: Some tabs, panels, and fields may be disabled when the camera, Vision Device, or Emulator is
online. Access to some Settings functions is limited based on the security access level. See “Impact Vision
Device and Camera Security” on page 2-14 for details.

The General system object allows access to system parameters on the camera, Vision Device, or Emulator.
The General system object’s Properties tab shows some of the parameters. The Setup tab lets you set addi-
tional system parameters.

General Properties Tab

Input Name What it is

Device Name The Vision Device name. This name appears in the Device Connection
dialog.

Device Comment A comment about the camera or Emulator. This comment appears in the

Device Connection dialog.

Task Timeout See “Enable Timeout” on page 2-7.

TCP/IP Port See “TCP/IP” on page 2-11.

2-1
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Input Name

What it is

Serial Port Baud
Rate

“TCP/IP” on page 2-11.

Serial Port Parity

“Serial Port” on page 2-11.

Serial Port Data
Bits

“Serial Port” on page 2-11.

Serial Port Stop Bits

“Serial Port” on page 2-11.

Output 1 Type

See “Output Type” on page 2-10

Output 2 Type

See “Output Type” on page 2-10

Output 3 Type

See “Output Type” on page 2-10

Output Name

What it is

IP Address The vision device’s IP Address
IP Mask The vision device’s IP Mask
System Time The current time (stored as the number of milliseconds elapsed since the

device started). To use the Basic tool to format this value, see “FOR-
MATDATE” on page 5-15.

CPU Temperature

A30, P-Series, and T4x-Series: The temperature on the processor board
(in degrees C)
M-Series, MX-E Series, and MX-U Series: Always displays zero

Sensor Board Tem-
perature

A30, T4x-Series: The temperature on the sensor board (in degrees C)
P-Series: The temperature of the internal illuminator. If not present, -1 is
displayed.

Available RAM The amount of RAM (in kilobytes). This number remains static while the
(kbytes) system is online.
Model The processor model number (M-Series, MX-E Series, and MX-U

Series); the internal camera model number (A30, P-Series, and T4x-
Series)

Serial Number

The camera serial number (A30, P-Series, and T4x-Series); The Vision
Device serial number (M-Series, MX-E Series, and MX-U Series).

Software Version

The Impact software version (Major version.minor version.sub-minor
version Build number)

Kernel Version

The operating system software version (Major version.minor ver-
sion.sub-minor version Build number)

Firmware Version

The firmware version

Board ID

The identification number

HTTP Port

The system port the camera is using for HTTP commands
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Output Name

What it is

WatchDog Enabled
(P-Series Only)

If True, the WatchDog is enabled. The WatchDog function checks at spe-
cific intervals (WatchDog Timeout) that the camera is running normally. If
the check reveals a problem, the camera is restarted.

WatchDog timeout
(ms) (P-Series
Only)

If WatchDog Enabled is True, this is the amount of time delay (in milli-
seconds) between WatchDog function checks.

General Setup Tab

NOTE: Access to functions on this tab may be limited based on a user’s access level and while the camera or

Emulator is online.

General Panel

Name

The name can contain any combination of letters or numbers up to 25 characters in length. There may be
multiple cameras or Emulators on the network with the same name, although this may cause confusion.

IP Address, IP Gateway, and IP Mask

Note: Usually you will not need to use the IP Gateway address. Do not change it.
IMPORTANT: Do NOT include a leading zero in an IP Address group (for example 192.168.108.065)

The IP Mask and Address on the client, M-Series, MX-E Series, and MX-U Series processer and the Vision
Device work together so data can be exchanged. The IP Mask is network dependent, but it is the same for
each Vision Device on a particular network. The IP Address must be unique to each Vision Device if there is
more than one on a network. (For a detailed discussion of network configurations see page 6-47.)

You may need to change the client computer’s mask and address to match the desired camera’s IP Address.
See “IP Address Configuration” on page 6-52.

Note: Do not attempt to change the IP Address or Mask without the authorization of your network adminis-
trator; doing so could disrupt your network connection.

A30. P-Series, and T4x-Series

To be able to communicate with the camera, a client computer’s [P Mask and Address must be configured
correctly. During address configuration, we recommend that the client computer and the camera be con-
nected directly to each other and not through a network server.

Changing the client computer’s addresses: Windows 7

. In the Start Menu, select Computer, Network, then click Network and Sharing Center.

. Under “View Your Active Networks,” click Local Area Connection.

1
2
3. Click Internet Protocol Version 4 in the list, then click Properties.
4

. On the Alternate Configuration tab, select User Configured.
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5. Enter the desired IP address and Subnet Mask. Remember, to be able to communicate with the camera,
a client computer’s Subnet mask must correspond correctly to the camera’s IP mask, and the address
must match the camera’s address in the first three sets of numbers.

6. Click OK, then close all the open dialog windows.

Changing the client’s mask and address: Windows XP

In the Start menu, right click on My Network Places and select Properties.
Right click on Local Area Connections and select Properties.

On the General tab, select Internet Protocol (TCP/IP) and click Properties.

On the Alternate Configuration tab, select User Configured.
Enter the IP Address 192.168.0.1 and the Subnet Mask 255.255.255.0, then click OK to close all the
dialog windows.

S

M-Series, MX-E Series, and MX-U Series Processor

Changing the Processor’s IP Address (Windows XP)

IMPORTANT NOTE: Change only the Local Area Connection named LAN1 or LAN2. These correspond to
Ethernet Ports 1 and 2 on the front of the processor.

DO NOT change any of the other Local Area Connections. Changing any other connection can cause M-
Series, MX-E Series, and MX-U Series cameras to stop functioning.

In the Start menu, right click on My Network Places and select Properties.
Right click Local Area Connection LAN1 or LAN2 and select Properties.
On the General tab, select Internet Protocol (TCP/IP) and click Properties.
On the General tab, select Use the following IP address.

Enter the desired IP address.

Click OK to close all the open dialog windows.

Sk =

| Mame Type
_ LANor High-Speed Internet

==k LAM or High-Speed Internet
eiF— | DU NOT CHANGE LAM or High-Speed Internet
eamz- I_I'_’_lﬁ"“ CTIONS LAM or High-Speed Internst
2caps— | R LAN ar High-Speed Internet
—leah LAM or High-Speed Internet
1 Y OU CAN CHANGE i
i LAN 1 [ THESE LAM or High-Speed Internet
__';..LP-NZ CONNECTIONS LAM or High-Speed Internet

Changing the Processor’s IP Address (Windows 7)

IMPORTANT NOTE: Change only the Local Area Connection named LAN1 or LAN2. These correspond to
Ethernet Ports 1 and 2 on the front of the processor.

DO NOT change any of the other connections. Changing any other connection can cause the M-Series, MX-
E Series, and MX-U Series cameras to stop functioning.
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1. In the Start menu, click on Control Panel.

2. Under Network and Internet, click on View Network Status and Tasks.

3. On the left side of the screen, click Change Adapter Settings.

L3 » Control Panel » Metwork and Internet » Netword

Control Panel Home 2 i A
View your basic networ

b apier settings !(k

Change advanced sharing
cettings WA20-201 2020001

{This computer)
4. Right click LAN1 or LAN 2 and select Properties.

&' » Control Panel » Network and Intemet » Network

Clrrjtm:e - Dizable this netwaork dedice I:hagrlm.-e this conne
Mame } batu

o CAML Metwork cal
U camz | DO NOT CHANGE Metwork cal
[ cam | THESE CONNECTIONS Network cal
SO cams Metwork cal
& INT1 Unidentified
o LANL ¥YOU CAN CHANGE Metwork cak
D Lo HESE CONNECTIONS vt

L il.n#
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5. In the list of items, select Internet Protocol Version 4 (TCP/IPv4), then click Properties.

-

& LAMI Properties

=

MNetworking | Sharing

Cormect usng

This connection uses the lollowing Rems

¥ % Client for Microsoft Networks

¥ 005 Packet Scheduler

[RARLAREARLARLY

[ sl

Description

ke

'g Pylon GigE Vision Streaming Rller

Propestas

oK

& Int=i{R) 825741 Gigahit Network Connection H6

| Eﬂ‘fq.ur

22 File and Printer Sharing for Microsolt Networks

4. [rtemet Protocod Viersion & (TCP/1PwE)

o (ntemet Prolocal Verson 4 (TCP/1Pwd)

- Link-Layer Topology Discovery Mapper [/0 Driver
- Link-Layer Topology Diecovery Responder

Tranamesion Control Protocolintermet Protocol. The default
wide ared network profocol that provides communication
acroes dnrarse mberconnected networks.

6. Select Use the following IP address.
7. Enter the desired IP address.

8. Click OK to close all the open dialog windows.

Changing the camera or Vision Device Mask and Address

To change the IP Mask and Address, you must know the current IP Address and Mask so you can configure
the client correctly. The Impact A30, P-Series, and T4x-Series cameras are shipped with a default IP
Address of 192.168.0.128 and a default Mask of 255.255.255.0. The M-Series, MX-E Series, and MX-U
Series Vision Devices have a default [P Address range from 192.168.0.129 to 192.168.0.132 (The number of

Vision Devices is determined by the processor type and number of licenses.)

IMPORTANT: If you change a camera or Vision Device’s Mask or Address, be sure to record the change.
IMPORTANT: Do NOT include a leading zero in an IP Address group (for example 192.168.108.065)

1. A30, P-Series, and T4x-Series: Be sure that the client computer’s IP Address and Mask are set cor-
rectly. Connect the client computer and camera’s Ethernet ports directly using an Ethernet cable and

turn on power to the camera.

M-Series, MX-E Series, and MX-U Series: It is not necessary to connect a camera during this process.

2. Connect to the desired Vision Device or camera. See “Choose a Vision Device or Emulator” on page 1-

3

IMPORTANT NOTE: If you intend to change both the IP Address and the IP Mask, do not Reboot
until you have changed them both. After you change the IP Address, you will see a message that states
you must reboot for the changes to take effect. Do not reboot until after you have changed both the
Mask and the Address. On A30, P-Series, and T4x-Series cameras, you need to cycle power for the

changes to take effect.
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3. When the connection has been made, click the General System Object, click the Setup tab, then click
the General button. Enter the new IP Mask and/or IP Address in the appropriate field(s). Record the
new value (along with the serial number) and store it where you can find it again.

IP Address: |

IP Mask: |

4. Click the Diagnostics button, then click the Reboot Device button. You must reboot to make the
changes take effect in the camera or Vision Device.

IP Gateway
The IP Gateway address is used when you want to access an IP Address through a router. You will ordinarily
leave this field unchanged.

Comment

The comment can contain notes about the camera or Emulator, such as its function, the physical location,
what it is inspecting, or when it was put into service. This comment is displayed on the Device Information
panel.

Go Online At Startup

Check this box if you want the camera or Emulator to go Online when it starts. Any tasks that are loaded are
executed, based on their trigger parameters. To mark which tasks get loaded when the camera or Emulator
starts, see “File Manager Setup Tab” on page 2-43.

Connections

¢ Maximum
The maximum number of users at each level (1 to 100) that can be connected to this camera or Emula-
tor at one time. Multiple users can connect to one camera or Emulator, but only one user at a time can
edit programs or change data on the camera or Emulator.

¢ Current
The number of users at each level currently connected to the camera or Emulator.
Vision Device Date/Time

(A30, P-Series, and T4x-Series only) This displays the current date and time stored on the camera. To set the
camera date and time to match the client computer’s date and time, click Synchronize to PC. The time is also
automatically synchronized when a VPM connection is made.

NOTE: The camera does not automatically adjust for daylight savings time changes. You will need to manu-
ally synchronize it.

Enable Timeout

Here you can define the maximum length of time a task may take to execute and the maximum length of
time the tool will wait for a response from a control panel.

NOTE: Task Timeout applies only to tasks with the Trigger Event set to Image In Event and is effective only
while the camera or Emulator is online and triggering.

Datalogic S.r.l.
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¢ Task
When this property is enabled, the Task Timeout value determines how much time the task is allowed
to complete execution before it aborts. See “Vision Program Properties” on page 3-36.

If the task’s Trigger Event type is set to “Image In Event,” the time starts when the camera trigger is
complete, not at the beginning of task execution. For all other Trigger Event settings, the time starts
when task execution begins. The timing accuracy depends on the tools in the task, but it is generally
accurate to within a few milliseconds.

For example, if Task Timeout is enabled, and the Timeout value is set for 10,000 milliseconds, a task
will run until it completes or 10,000 milliseconds has elapsed, whichever comes first. If the Task
Timeout occurs first, and Abort On Error is True, the Abort Task runs, if one is defined. If Abort On
Error is False, then the task keeps running and any remaining tools immediately fail. See “VPM Task
Configuration” on page 3-37 for more details.

¢ Data Transfer Tool
When this property is enabled, the Timeout value indicates the maximum length of time the tool will
wait for a control panel response before it stops trying to send data to it. For example, if the timeout is
enabled, and the Timeout value is set for 10,000 milliseconds, if the control panel does not respond to
the tool’s command within 10,000 milliseconds, the transfer is terminated.

Settings Files

This section lets you select what camera or Emulator settings are saved and printed. To copy settings files
from one camera or Emulator to another, see “To copy settings files from one Vision Device, camera, or
Emulator to another (A30, P-Series, and T4x-Series)” on page 2-9.

IMPORTANT NOTE: Settings files contain information about which vision programs should be loaded
when the camera or Emulator starts. Since vision program files are not copied to the camera or Emulator
when you backup and restore the settings file, some vision programs may not get loaded when the it starts. It
is the system programmers responsibility to insure that the proper vision program files are copied to the
camera or Emulator.

¢ Camera Calibration
When you click Backup, the settings displayed on the Camera System Object - Setup Tab - Calibra-
tion panel are saved to the client. Restore sends the calibrations from the client’s file to the camera or
Emulator. Calibration settings are also saved whenever the calibration is changed. To print these set-
tings, see “Print Options” on page 3-9.

® Vision Device Settings
When you click Backup, the settings displayed on the General System Object are saved to the client.
Restore sends the camera or Emulator settings from the client’s file to the camera or Emulator. To
print these settings, see “Print Options” on page 3-9.

¢ OPC Data Access
When you click Backup, the OPC data settings displayed on the OPC Data Access System Object are
saved to the client. Restore sends the camera or Emulator settings from the client’s file to the camera
or Emulator.

IMPORTANT NOTE: Restore will overwrite any existing settings on the Vision Device, camera, or Emu-
lator with those currently on the computer. If more than one computer is connected, the most recently
restored settings are kept.

* Restore
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The Restore button sends Vision Device, camera, or Emulator settings currently saved on the com-
puter. Vision program files are not copied. See “Folder List” on page 2-43 for image file copying
details.

IMPORTANT NOTE: The computer will backup the settings for only one Vision Device, camera, or Emu-
lator at a time. Only those currently connected are backed up. Any previously saved settings are overwritten.

¢ Backup
The Backup button saves the selected settings from the Vision Device, camera, or Emulator to the
computer. Vision program files are not copied. See “File List” on page 2-44 for image and vision pro-
gram file copying details.

To copy settings files from one Vision Device, camera, or Emulator to another (A30,
P-Series, and T4x-Series)

1. Connect to the source (where you are copying from).

2. Click the Settings Tab - General - Setup - General panel

3. In the Settings Files group, select the Vision Device Settings check box.
4. Click Backup.

5. Disconnect from the source.

6. Connect to the destination (where you are copying to).

7. Click the Settings Tab - General - Setup - General panel

8. In the Settings Files group, select the Vision Device Settings check box.
9. Click Restore.

10. Disconnect from the destination.

11. Repeat steps 6 through 9 to copy the files to other destination.

To copy settings files from one M-Series, MX-E Series, or MX-U Series to another

1. On the M-Series, MX-E Series, or MX-U Series processor storage device, find the directories
C:\installdirectory\IMPACT\Applications\Device\VisionDevice#
(where “installdirectory” is the default install location and “VisionDevice#” is the number of the cam-
era you want to back up)

2. Copy each of the desired directories to the back up device. Each directory contains the information for
a specific camera.

3. Ifyou want to duplicate the settings to a different M-Series, MX-E Series, or MX-U Series processor,
copy each of the directories from the back up to the appropriate location (in step 1) on the new proces-
SOr.

Communication Panel

Input Debounce

Here you define the debounce time for event trigger signals. Debounce determines the maximum trigger rate
the system will allow (basically like a governor on an engine) to help prevent negative effects from noise
and high frequency bursts. The debounce setting must be able to filter out noise while not introducing any
unnecessary delays.

NOTE: Third-party cameras have varying Delay and Holdoff Input Debounce settings. Refer to the M-
Series Hardware Guide for Processor and Cameras (843-0138) for details.

Datalogic S.r.l.
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¢ Delay
This has the same definition as the Trigger Input Debounce Delay. See “Trigger Input Debounce” on
page 2-25.
NOTE: For M-Series, MX-E Series, and MX-U Series, this setting applies to all inputs.

¢ Holdoff
The event is triggered when the signal’s active edge is detected, but another active edge will not trig-
ger the input until the Holdoff time has elapsed.
Holdoff is good for noise on the signal’s leading edge and it is not speed-dependent, but it is suscepti-
ble to random noise on the input signal. Use a Holdoff time long enough to reject leading edge noise,
but not so long that the inspection rate is limited.

Trigger /Shift Event Trigger IShift Event
Processed roceagsad

Haldaff T
Timar Pariod

Trigaer IShift J—H—MI
ardware

Sianal Inout Haldoff Time Haldaff Time
9 P Ends —3 Ends —» |

Holdoff Timing Diagram

Output Type

(P-Series only) Select the type of electrical configuration for each of the outputs depending on the type of
external load. This setting is ignored if the camera is connected to a CBX 500 or CBX 800. Refer to the P-
Series Reference Manual for details.

Miscellaneous

¢ Enable OPC Server
If this check box is checked, the OPC Server on the camera or Emulator will be started each time the
camera or Emulator starts. This server must be running if you are using OPC Data Access (see “OPC
Data Access” on page 2-48). OPC Server cannot be used on the Datalogic model A30, P-Series, or
T4x-Series Smart Cameras.

¢ Enable Online/Offline Output Feedback
(A30, T4x-Series, P-Series only) If this check box is checked, the selected output is turned on when
the device goes online and stays on while the device is online or until a Discrete Output tool turns the
output off. The output state may also be affected if Output 3 is used as a strobe output. This output
cannot be the same as the Enable Inspection Switching Output Feedback output.

¢ Enable Inspection Switching Output Feedback
(MX-E Series and MX-U Series, A30, P-Series, and T4x-Series only) This check box enables a 500
millisecond pulse on the selected output which is used with the "Inspection Switching Using Discrete
Input" function. One pulse indicates that the switching pulses were detected and the vision program
was loaded successfully. Two pulses indicate that the switching pulses were detected but the vision
program loading was not successful. (See “How to Use Inspection Switching with Discrete Input” on
page 3-264.)
This output cannot be the same as the Enable Online/Offline Output Feedback output.

PROFINET Station

The PROFINET Station Name is the name for the camera (as an alternative to an IP address) which identi-
fies it on the Profinet network. The name can contain any combination of up to 63 letters (a-z), numbers (0-
9) and a hyphen (-). When you change the name you must shut down and reboot the processor for the change
to take effect.
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MX-E Series and MX-U Series: This station name applies to all the cameras on the processor.

TCP/IP

Server Port

This is the camera or Emulator’s Ethernet input port number where the camera or Emulator “listens”
for a TCP/IP message or a TCP/IP command.

When a message is received on this port, the camera or Emulator triggers the TCP/IP event and tasks
that have a TCP/IP Task Trigger event are queued to run.

When a TCP/IP command is received on this port, the command processor evaluates and executes it.
You can use other network devices to send commands to this port. The network device should use this
same port number. See “TCP/IP Commands” on page 6-10 for more details.

You can use the TCP/IP Out tool in a task in another camera or Emulator to send messages to this port.
The port number used in that TCP/IP Out tool should be the same as this port number. However, as the
communication is one-way, the input port number cannot be the same on both cameras or Emulators.
See page 3-292 for more details about the TCP/IP Out tool and how to set up TCP/IP communica-
tions. See page 3-42 for details about the TCP/IP Input Event.

Delimiter

The delimiter is one or more hex-value characters that indicate the end of a TCP/IP data string. A
Delimiter must be defined. Click the Edit button to add or change characters. In the Create Delimiter
Sequence dialog, select a character from the list, then click Append, or click Clear to delete the delim-
iter. Click OK when the sequence is defined.

Serial Port

This section defines the parameters for the camera’s serial port that will be used by VPM’s Serial Port Out
and Serial Port In tools. Consult the documentation for the requirements of the device you are connecting to
the camera’s serial port, then set these values accordingly. The serial port does not support hardware (CTS/
RTS) or software (Xon/Xoff) data flow control. Datalogic Impact cameras support only RS-232 communica-
tion protocol. RS-485 is not supported. The Emulator has no serial port.

Speed
The camera’s data transmission rate. Speeds supported: 300; 2,400; 9,600; 19,200; 38,400; and
115,200. VPM defaults to 115,200 when it is installed.

Parity
The number of parity bits used.

Data Bits
The number of data bits used.

Stop Bits
The number of stop bits used.

Delimiter

(This Delimiter character is used only by the Serial Port In tool. Also see “Serial Port Out” on page 3-
290). The delimiter is placed at the end of the input string when it is transmitted. The receiving cam-
era’s Serial Port Delimiter must match this setting.

When the camera detects a delimiter in the data string, it creates a Serial Input task trigger event. If no
delimiter is defined, an event is created after every character in the data.

To create the Delimiter

1.
2.
3.

2-11

Click the Edit button next to the Delimiter field.
In the Create Delimiter Sequence dialog, select a character from the list.
Click Append.
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4. Repeat steps 2 and 3 until the delimiter is defined.
5. Click OK.

NOTES for M-Series processors:

The M-Series processor will only accept one delimiter character in the data string.

The MX20 and MX40 processors have two serial ports. Serial port 1 is controlled by Camera 1 (CAM1) and
Serial port 2 is controlled by Camera 2 (CAM2).

The Serial Port 1 connector is on the front of the processor box, left of the VGA connector.

The MX80 processor has four serial ports. Each Serial Port is controlled by its respective Camera (e.g port 1
is controlled by Camera 1 (CAM1) and so on).

NOTES for MX-E and MX-U Series processors:

These processors will only accept one delimiter character in the data string.

These processors have one serial port. Serial port 1 is controlled by the camera assigned to Vision Device 1.
The Serial Port 1 connector is on the top of the processor box, next to the Ethernet connectors.

SDK

The System Developers Kit (SDK) provides developer’s a third-party programming language interface to
VPM tools and controls. For more details, refer to the SDK Reference Manual.

¢ SDK Port
This is the Vision Device’s or Emulator’s SDK input port number where the Vision Device or Emula-
tor “listens” for a an Impact SDK command.

¢ Enable SDK Server
If this check box is checked, the SDK Server on the camera or Emulator will be started each time the
camera or Emulator starts. This server must be running if you want to use the Impact Vision SDK to
access the Vision Device or Emulator.

¢ Create Interface File
Click this button to create a file that contains the interface classes for all the objects and tools cur-
rently existing on a Vision Device. This file is intended to provide third-party programmer access to
program methods and properties. For more details refer to the SDK Interface File Manual.

Diagnostics Panel

Datalogic S.r.l.

NOTE: Access to functions on this tab may be limited based on a user’s access level and while the camera or
Emulator is online.

The Diagnostics tab lets you run diagnostic tests on various functions of the camera.

Outputs

Click a button to turn the indicated output on and off. The indicator is green when the output is on.

Strobe

Use this function to test your strobe output. When you click the Fire button, the output will pulse for 30
microseconds.

Options

I/O Polling Rate
Enter a number from 50 to 10,000 milliseconds. VPM polls the Impact camera or Emulator at this rate and
updates all the indicators on the Diagnostics tab.
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NOTE: Enable System Log Trace only when you need to trace all system events. For instance, if you are
having trouble tracking down an intermittent problem with a vision program. The system log can quickly
become filled with entries and system performance can be affected, depending on the program’s complexity.

Enable System Log Trace

When this is checked, all system events that occur on the camera or Emulator are entered in the system log.
This includes events, task and tool run completion, and many other occurrences that would not ordinarily get
logged.

Inputs

This section shows the current state of each camera, Emulator, or processor’s inputs. (VPM polls at the /O
Polling Rate shown.) The indicator is green when the input is On. If the input change rate is too fast, the
indicator may not switch quickly enough to indicate the true current state.

To test a camera or processor input, connect a “loopback” between an output and the input. The input’s state
will change when the output changes.

Events

This section shows the hardware signal frequency on the camera’s trigger or event inputs (in Hz). These val-
ues are inactive if the camera is not online and receiving hardware trigger signals. The appropriate Trigger
Event property must also be set.

Trigger Rate: The signal on the Trigger Input. A task that has the Trigger Event property set to one of the
Image Trigger Event types must be loaded.

Shift Rate: This signal is not functional.

Event Rate: The signal on the Event Input. A task must be loaded that has the Trigger Event property set to
one of the types of Input Event must be loaded.

Reboot Device

Click this button to restart the camera or Vision Device. All tasks stop executing and all vision programs are
unloaded. (This has the same effect as pressing the Reset button on the A30, P-Series, or T4x-Series cam-
era.)

When the camera or Vision Device restart has completed, any vision programs set to load on startup are
loaded and tasks in those vision programs are queued to execute when they are triggered. See “File Manager
Setup Tab” on page 2-43 for setting vision programs to load on startup.

IMPORTANT NOTE: The camera or Vision Device must completely reboot before you can connect to it.

Advanced
This button presents a menu of advanced functions.

¢ Calibration Editor
When you save images in VPM, the lens calibration information is stored with them. You can edit the
calibration values, or copy that information to other image files.

* Memory Meter
This utility displays the current memory usage for a camera. The amount of available memory shown
is not updated while the camera is online.

¢ TCP Tester
This utility emulates a camera to test Ethernet communications between the client and a camera.

* Modbus Client
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Send commands to and read information directly from the Impact camera Modbus Server using Mod-
bus TCP/IP protocol. (Impact cameras do not support serial Modbus protocol.) See “Modbus Client
Tester” on page 6-46 for more details.

Administration Panel

Datalogic S.r.l.

NOTE: Access to this tab is limited to users with an Administrator access level. Some options are unavail-
able while the camera is online.

Impact Vision Device and Camera Security

Impact security resides in each camera and Vision Device. (Control panel applications and vision programs
can be password protected separately. See “Vision Program Security” on page 3-35 and “CPM Security” on
page 4-2.) You must connect and log on to a camera or Vision Device to modify security for it. When you
attempt to connect to a camera or Vision Device that has security enabled, you will have to enter a valid User
ID and password. The User ID will determine your security level. Some functions are limited based on the
user’s security level. Control Panel designers can check for the user’s security level and allow access to spe-
cific functions based on that level.

¢ Enable Security
Security for each camera or Vision Device resides in it. If the Enable Security check box is checked,
security is enabled and the logon screen is displayed whenever a connection attempt is made to the
camera or Vision Device. The user cannot gain access to the camera or Vision Device until a valid
User ID and password have been entered. There must be at least one Administration level user defined
to enable security.

¢ Users

User ID and Level: All currently defined users and their access levels are displayed in this list.
Access to a camera or Vision Device is determined by the access level assigned to each User ID.
Access to functions on Control Panels is assigned by the Control Panel creator. The following
access levels can be assigned, with Administrator level having full access to all functions.
Monitor: View inspection results, view images, and view vision program parameters. Cannot make
any changes.

Operator: Monitor level access plus adjust some inspection settings, and put the camera or Emula-
tor online and offline.

Controller: Monitor and Operator level access plus modify some vision program parameters.
Programmer: Monitor, Operator and Controller level access plus adjust all inspection settings,
modify all vision program parameters, modify camera and program preferences, create and edit
vision programs, and change camera or Emulator settings.

Administrator: Monitor, Operator, Controller, and Programmer level access plus modify system
security, including defining and modifying users levels and passwords.

Note: Before you can enable security on the camera or Vision Device, there must be at least one
Administration level user defined.

To add a User

1.
2.

Click the Add User button.

Enter a User ID. It may contain any letter or number. For example, this may be a name, a shift des-
ignation, or some other unique identifier. The User ID is case sensitive.

3. Select the access level from the drop-down list.

. Enter a password in the Password field. See page 2-15 for more about passwords. Asterisks are dis-

played for the password. The password is case sensitive.
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5. Enter the same password again in the Confirm Password field. Asterisks are displayed for the pass-
word.

6. If you want the user’s password to expire after a fixed time period, check the Number of days
before password expires check box and enter the number of days. Administrator level passwords
never expire.

7. If you want anyone (including Administrators) to be able to change this password, check the Can
Change Password check box.

8. Click the OK button.

To modify a User
1. Select the User ID you want to modify.

2. Click the Modify User button.

3. Change the desired field. If you change the password, you will have to enter the new password
again in the Confirm Password field.

4. Click the OK button.

To delete a User
1. Select the User ID you want to delete.

2. Click the Delete User button.
3. Click the Yes button to confirm the deletion.

Install Users on Multiple Cameras or Emulators
You can copy the User IDs and passwords from the connected camera or Emulator to another camera
or Emulator.

To install Users on multiple cameras or Emulators

1. Click Install, then select the target cameras or Emulators for the User IDs and passwords.
NOTE: Any existing User IDs and passwords on the selected cameras or Emulators are overwrit-
ten.

2. Click OK.

Passwords
Passwords are case sensitive, can contain any ASCII character (except CR or LF), and must be at least
as long as the Minimum Character Length defined in the Passwords group. They are displayed as
asterisks in entry fields. The Minimum Character Length and Password Reuse values apply to all
passwords.
Minimum Character Length
Specifies the minimum number of characters all newly defined system passwords must contain. Exist-
ing passwords are not affected.
Password Reuse
Number of Passwords: If Password Expires is enabled, this is the minimum number of new pass-
words that must be used before an old password can be used again. A zero indicates passwords can
be reused immediately.
Minimum Days: If Password Expires is enabled, this is the minimum number of days that must
pass before a password that has already been used can be used again. A zero indicates passwords
can be reused immediately.
You can also modify a password during logon.

To modify a password during logon
A user cannot change their password unless the “Can Change Password” check box is checked. (See

“To add a User” on page 2-14.)

1. Click the Connect button, select a camera or Emulator from the Device Selection list, then click
OK.

Datalogic S.r.l.
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2. When the User Logon dialog is displayed, click Change Password.

3. Enter the User ID and the Old Password for that User ID.

4. Enter the New Password and type the same password in the Confirm Password field.
5. Click Log On.

Client Directory

The Client directory contains files used by Impact software. It is stored in the default directory on the client
computer during installation, but it may be stored in a folder of your choice.

To change the Client directory

1. Type in a directory path and name, or click Browse to locate the desired directory. If the directory is
located on a network, be sure all clients have access to it.

Tool Activation

Some VPM tools require a Software License Key to be activated before you can use them. The Tool Activa-
tion dialog displays the current status of activated tools, and lets you enter the Software License Key for new
tools.

¢ Software License Key: Enter the number provided by Datalogic.

* License States: This area lists all the currently active tool and software licenses.
The tool name is followed by the license state (OCR and Pattern Sorting only):
Full License = The tool is licensed for full use.
Demo License = The tool can be used in a task but it will return an error every 5th to 7th time it
runs.
Impact License Level indicates how the device is licensed:
Lite License: The device can only run VPM Lite and the Allowed Tool Weight refers to the total num-
ber of tools that can be used in the task. A P-Series camera can be licensed to run either Full VPM or
VPM Lite. If it is currently licensed for VPM Lite, the license can be changed to run Full VPM.
Full License: The device can only run Full VPM.

To change a P-Series Impact License Level
1. Open VPM Lite and connect to the P-Series camera.
2. In VPM Lite, select Settings-General-Administration.
3. Enter the license key provided by Datalogic into the Software License Key field.

_Asmnatanon 1 W [ Abow

Geseral | O Communicates |xp Crsgaostics Ijg

Toal Activation
Softemmn Loenss Wey | 1835545
rLicense Stabes-
CCR Full Ligenas
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4. Press Enter.
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5. A Warning dialog is displayed. The camera is now licensed for VPM so it will disconnect from VPM
Lite.

Warning ﬁ
i Vision Program Manager Lite will disconnect from this device since it now has a Full license,
QK
6. Click OK.

7. Turn off P-Series camera power, wait ten seconds, then turn on camera power. The camera will com-
plete the restart in approximately 1 minute.

8. You can now connect to the camera using VPM.

About Panel

NOTE: All users have access to this tab regardless of their access level.

=

When you click the Connect button, VPM automatically scans for cameras on the network, Emulators on the
client PC, and Vision Devices and cameras on the processor. It then displays their names, IP addresses, and
other information in the selection list. When VPM connects to the camera or Vision Device, it determines
the hardware configuration and current status then displays it on this panel. None of the information on this
tab can be modified.

Storage

Storage is the Impact camera memory used to store the camera’s operating system software and firmware
and user-defined vision programs.

Memory

Memory is the Impact camera memory that stores dynamic vision program data. The amount of available
memory shown is not updated while the camera is online.

Vision Device Information

This information is for display only. Technical support personnel may ask you for this information if you call
for assistance.

Camera Information

This Impact camera information is for display only. Technical support personnel may ask you for this infor-
mation if you call for assistance.

The Camera system object accesses and sets some of the Impact camera and Emulator’s parameters.

NOTES: The range of acceptable values for each input is determined by the camera type.
Changing any of these properties while the camera is being triggered and acquiring images can cause the
images to be corrupted. The camera should be offline or triggers should be stopped while these properties
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are being changed.

There are sixteen image buffers in the A30, T40, T47, and P-Series smart cameras. The T49 has eight image
buffers. M-Series, MX-E Series, and MX-U Series processors have thirty-two image buffers.

Camera Properties Tab

Input Name What it is

Digital Shift Non-functional

Gain Gain adjusts the actual signal intensity from the camera.

NOTE: The gain setting for M-Series, MX-E Series, and MX-U Series
cameras is the “raw” gain setting, not a percentage gain. The range of
values will vary from camera to camera. In all cases the recommended
value is the minimum gain, which corresponds to 0dB.

Red Gain Adjusts the signal intensity of the camera’s red pixels. (Color cameras
only)

Blue Gain Adjusts the signal intensity of the camera’s blue pixels. (Color cameras
only)

Offset Offset adjusts the zero grey-level setting for the camera which causes
the entire image to brighten or darken. Images become darker as the off-
set is increased.

Shutter Speed Shutter Speed: the amount of time the shutter is open. The higher the

number, the longer the shutter is open and the brighter the image.

Next Image Num-
ber

This number is appended to the image name which is displayed at the
top of the image display window. The number is incremented by one for
each subsequent image snapped.

Image Scan Left
Edge

Sets the left edge where the camera’s horizontal scan starts. The default
value is determined by the camera type. (See *Note below this table)

Image Scan Right
Edge

Sets the right edge where the camera’s horizontal scan stops. The
default value is determined by the camera type. (See *Note below this
table)

Image Scan Top
Edge

Sets the top edge where the camera’s vertical scan starts. The default
value is determined by the camera type. (See *Note below this table)

Image Scan Bot-

tom Edge

Sets the bottom edge where the camera’s vertical scan stops. The
default value is determined by the camera type. (See *Note below this
table)

Binning (M-Series,
MX-E Series, and
MX-U Series only)

The number of adjacent image pixels to combine to produce a brighter,
but lower resolution, image. For example, a value of two combines two
pixels in the x direction and two pixels in the y direction, resulting in a
total of four sensor pixels for each image pixel. If this property value is
changed, the camera must be calibrated again. If calibration is not used,
then tool ROIs will need to be resized.

Image Input Queue

Size

See “Image Input Queue Size” on page 2-26.

Datalogic S.r.l.
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Input Name What it is

Scan Lines to Over- | The number of scan lines to copy from the bottom of the previous image
lap and add to the top of the current image. As a result of the overlap, the
resultant image is this number of lines taller than the Partial Scan setting
used by the camera. See “Scan Lines to Overlap” on page 2-27.

Fill Overlap Of First | If the Scan Lines to Overlap property is True, this property controls how
Frame the overlap region is handled on the first image (when there is no previ-
ous image data to fill the overlap).

If this property is True, the first image will include the overlap scan lines
and be filled with 0-valued pixels.

If this property is False, the first image will not include any overlap scan
lines, so it will be shorter than following images.

That is, the first image will be the height of the camera scan area, and
following images will be the height of the camera scan area plus the
overlap scan lines.

Note that "First Frame" in the property name means the first image after
the camera goes Online in most cases. If the Acquisition Mode is set to
Continuous While Frame Trigger High or Continuous While Frame Trig-
ger Low, then "First Frame" means the first image of each Frame Trigger
interval. (See “Acquisition Mode” on page 2-29.)

Note: In the Image property, there is a sub-property named Frame Num-
ber Per Trigger. It is the index number of the frame within the current
frame trigger interval, starting at number 0. It resets to 0 at the start of
the next frame trigger interval. Use this property to program the system
to treat the first image differently than the following image.

Line Trigger Pre- See “Frequency Converter” on page 2-30.
Divider

Line Trigger Multi- See “Frequency Converter” on page 2-30.
plier

Line Trigger Divider | See “Frequency Converter” on page 2-30.

Partial Closing If True, and the Line Scan Acquisition Mode is set to Continuous While
Frame Frame Trigger High or Continuous While Frame Trigger Low, the last
frame will be variable height depending on when the trigger ends.

If False, the last frame will continue to acquire lines until it fills the image
height.

Units Per Pixel Units per Pixel is the scale factor for converting measurements in the
image to “real-world” units. See “Units per Pixel” on page 6-71 for
details.

Camera Trigger This value sets the Camera Trigger type as follows:

Edge Type 0 = Rising Edge

1 = Falling Edge

2 = Both Edges (See “Frame Trigger Tab” on page 2-24) (Not available
on M-Series, MX-E Series, and MX-U Series processors)

Strobe 1 Duration Strobe 1 pulse length in microseconds
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Input Name

What it is

Internal Lighting
Mode (P-Series

only)

See “llluminator Tab (P-Series Cameras Only)” on page 2-32

Enable Internal
Lighting Chains (P-
Series only)

See “llluminator Tab (P-Series Cameras Only)” on page 2-32

Enable First LED
Chain (P-Series
only)

If True, the top/left LED chains are enabled.

Enable Second
LED Chain (P-
Series only)

If True, the bottom/right internal LED chain is enabled.

Enable Third LED
Chain (P-Series
only)

If True, the top/right internal LED chain is enabled.

Enable Fourth LED
Chain (P-Series
only)

If True, the bottom/left internal LED chain is enabled.

Calibration Mode

This selection sets the type of calibration to use

Circles Hexagon Target: Use a hexagonal target and enter the target
pitch

Circles Grid Target: Use a grid target and enter the target pitch
Checkerboard Target: Use a checkerboard target and enter the target
pitch

Real World Coordinates: Use user-entered Image point and Real World
point coordinates

Manual: Use an entered value for Units per Pixel (see “Units per Pixel”
on page 6-71)

Two Points: Use a Target length and an ROl between two points, or two
user-entered point coordinates

Calibration Image

The image used for the previous calibration

Target Pitch (Units)

This is the distance between dots or checkerboard squares on the cali-
bration target. It is independent of the units (e.g. millimeters, inches, cen-
timeters). Used with Target Calibration Modes.

Real World Length

The Real World distance used for Two Points calibration or Real World
Units Per Pixel used in Manual calibration

Feature Point Type

Centroids: Use the centroid of calibration target features
Corners: Use the corners of features (e.g. Checkerboard)

Image Point List is
Calibrated

If True, the Image Point List in Real World Coordinate calibration has
been calibrated. If False, raw pixels are used for calibration.

Enable Area Filter

If True, the Area Range property is used to filter the Feature Point size.

Area Range

The minimum and maximum area of the allowed Feature Point size.
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Input Name What it is

Tool Origin If this origin is defined, it is used to place the Shape List on the image.
Two Points The two points used for Two Points calibration.

Image Points The list of points generated when the Generate Points button is pressed.

Used with Real World Coordinate Calibration Mode.

Real World Points Enter X and Y point coordinates of "Real World" points that correspond

to the Image Points. Used with Real World Coordinate Calibration Mode.

Datalogic TCP
Image Input Mode

If True, the camera supports input from Datalogic AV6010 cameras.

*NOTE: If the camera is Online when any Image Scan value is changed, the camera stays Online but cam-
era triggers are temporarily disabled and the image buffer is reallocated based on the new value. The image
currently in the image buffer may be overwritten when a new image is acquired based on the new Image

2-21

Scan value.

Output Name

What it is

Acquisition Time

The amount of time taken to acquire the current image

Number of Buff-
ered Images

The number of images currently in the camera’s image buffers

Buffered Images
Maximum

The number of buffers in use when a new image acquisition is started.
For example, when the first image is acquired, the value is zero. If
another image is acquired before the previous image is released, the
value is incremented. This continues until the maximum number of
image buffers available is reached. When this happens, it means that all
the buffers are occupied at the beginning of an acquisition and a buffer
overrun situation may exist. This value is reset to zero when the device
is turned on. There are sixteen image buffers in the A30, T40, T47, and
P-Series smart cameras. The T49 has eight image buffers. M-Series,
MX-E Series, and MX-U Series processors have thirty-two image buf-
fers.

Model

The camera’s model

Image Source

Where the current image was generated

llluminator Info (P-
Series Only)

The model name of the illuminator attached to the camera

Lens Distortion Cal-
ibration Enabled

If True, distortion calibration is enabled

Real World Origin

This is the X and Y coordinate location (in pixels), and the rotation angle
(in degrees) of the image’s upper left corner relative to the upper left cor-
ner of the image display.

Serial Number

Not Used in A30, P-Series, and T4x-Series; The camera’s internal serial
number in the M-Series, MX-E Series, and MX-U Series.

Target Image Points

The points extracted from the target in raw pixel units

Datalogic S.r.l.
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Output Name

What it is

Target Real World
Points

The points extracted from the target in Real World units

RMS Reprojection
Error

Given an image point (in raw pixel space) and its corresponding real
world location (in real world units), first the calibration is applied to the
real world point to get its estimated position on the raw image plane.
Then, the reprojection error is computed as the distance between such
point and the corresponding image point. Summing all the squared value
of such distances for every point match, then dividing by the number of
matches and extracting the square root gives the Root Mean Square
(RMS) of the Reprojection Error.

Max Reprojection
Error

This is the maximum value of all the reprojection errors computed for
every point match.

Calibration Error
Code

Any error that occurred during the calibration. See “Calibration Errors”
on page 6-72.

Calibration Time
Stamp

The time and date of the most recent calibration

Snapped Image

The most recent image snapped by the camera.

Snapped Color
Image

The most recent color image snapped by the camera.

Camera Setup Tab

NOTE: Access to functions on this panel may be limited based on a user’s access level and while the camera
is online. Some functions are available only with a camera connected.

Datalogic’s digital cameras contain no hardware switches so all operating parameters must be set from the
VPM Settings Tab - Camera System Object. This section provides details about each of the Camera System
Object Setup tab options. (Available options are dependent on camera type.) Some of these options may also
be modified dynamically using the Device Settings tool. (See “Device Settings” on page 3-322)

Setup Panel

Datalogic S.r.l.

Note for Line Scan Cameras: When you use the Snap or Live Button with a Line Scan Camera, set the
Line Trigger Type to Time-Based and adjust the Trigger Period. Any other Line Trigger Type requires an
external hardware line trigger. (See “Line Trigger Type” on page 2-29)

Snap

Click the Snap button to acquire and display an image in the image window. You can use this to see how
camera settings affect the image, or to position objects within the camera’s field of view. The acquired image
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is also displayed in the image display area of the Design and Display modes. If you see the following mes-
sage, you may need to redefine points in the table on the Calibration - Real World Coordinates tab.

Warning |_'__| @

l The Image Points may have changed. Check the pomt table again before calibrating.

Live

Click the Live button to continuously acquire images and display images in the image window until you
click the Snap or Live button again. You can use this to see how camera settings affect the image, or to posi-
tion objects within the camera’s field of view. The acquired image is also displayed in the image display area
of the Design and Display modes.

Image Source

The type of camera that is currently acquiring images.

Frames per Second
This field indicates the number of frames the camera can capture and process per second (fps). It is calcu-

lated based on the current Shutter Open Time, Partial Scan line, and Half Resolution Mode settings.

Set to Defaults

Click this button to restore all camera settings to their factory defaults. Default settings are determined by
the camera type (and Illuminator type for the P-Series).

General Tab

Shutter

Shutter Open Time indicates the amount of time the shutter will be open. The longer the shutter is open (a
higher number), the brighter the image. A shutter open time that is too low can cause the inspected image to
be too dark. Higher shutter open times will decrease the number of frames per second acquired and may blur
the image. You can enter the value in the field or use the slider. The range of acceptable values is determined
by the camera type.

(P-Series Only) The Illuminator Mode settings affect the shutter range limits. See “Illuminator Tab (P-Series
Cameras Only)” on page 2-32.
External Strobe - Pulse Length (microseconds)

Enter the number of microseconds that you want the strobe to be on. The strobe pulse length must be coordi-
nated with the shutter open time to provide optimum image capture and eliminate image blur. (The range of
acceptable values is determined by the camera type. A zero value keeps the strobe off.)

NOTE: Some third-party cameras do not have a Strobe Pulse Length setting. The strobe trigger pulse width
coincides with the camera shutter speed open time setting so that it turns on when the exposure starts (shutter
opens) and turns off when the exposure ends (shutter closes). Line scan cameras do not have a strobe output.

Advanced Button
Strobe Trigger

Datalogic S.r.l.
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Select the type of trigger that the strobe you are using requires.

Rising - The output is normally off and a positive going signal is generated for the camera’s strobe.
Falling - The output is normally on and a negative going signal is generated for the camera’s strobe.

Gain

Gain adjusts the actual signal intensity from the camera. Doubling the gain value has the same effect as
opening the camera lens aperture approximately one f-stop. The range of acceptable values is determined by
the camera type.

NOTE: The gain setting for M-Series, MX-E Series, and MX-U Series cameras is the “raw” gain setting.
The range of values will vary from camera to camera. In all cases the recommended value is the minimum
gain, which corresponds to 0dB. For example, the minimum gain setting for the M200 camera is 320 which
corresponds to a gain of 0 dB.

Offset

Offset adjusts the zero grey-level setting for the camera. Adjusting the offset causes the entire image to
brighten or darken. Images become darker as the offset is increased.

Frame Trigger Tab
Trigger On

This setting determines how the camera responds to the hardware signal as an active input on the camera
trigger input or how the camera or Emulator is triggered automatically. Refer to the camera’s hardware guide
for appropriate trigger voltage levels. The camera or Emulator must be Online to respond to a hardware trig-
ger input signal or to automatic triggers.

NOTE: When it is triggered while in File Camera mode, the camera will acquire the next File Camera
image, not a live camera image. When connected to the Emulator, the next File Camera image is always
acquired.

¢ Rising Edge - An input signal is indicated by a trigger input voltage increase.
¢ Falling Edge - An input signal is indicated by a trigger input voltage decrease.

¢ Both Edges - An input signal is indicated by a trigger input voltage increase and decrease (two trig-
gers per input cycle). (Not available on M-Series, MX-E Series, and MX-U Series processors)

NOTE: While either Auto-trigger or Periodic Auto-trigger mode is active, the camera will ignore any hard-
ware trigger signals. Select one of the above modes if you want to use hardware triggers.

NOTE: Auto-Trigger modes are disabled when VPM is connected to a line scan camera.

¢ Periodic Auto-trigger
This is a fixed-pace auto-trigger mode. The camera or Emulator is automatically triggered and
Imageln task execution begins after the image is acquired. After the Delay period expires, the camera
or Emulator is triggered and the next image acquisition begins, even if the previous image’s process-

ing is incomplete. If the image acquire time plus the delay value is less than the Imageln task execu-
tion time, triggering is too fast and the image buffers will be overrun.This is a software-generated
Start/Stop trigger and does not require a hardware trigger connection.
Auto- Periodic Auto-Trigger mode is activated using the same methods as the Self-Paced Auto-Trigger
Trigger mode.
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Delay (milliseconds)

(for Periodic Auto-trigger mode) This is the delay time between camera or Emulator triggers. This
value should be larger than the longest Imageln task execution time so there is time for all images
to be processed.

¢ Self-Paced Auto-trigger

Self-paced means that the camera or Emulator is automatically triggered at the fastest rate possible
without overrunning image buffers. The trigger interval is the sum of either the acquire time or the
Imageln task’s execution time (whichever is greater), plus the Delay time. Each time the camera or
Emulator starts processing an image, it triggers the next image, so that the acquisition and process-
ing happen in parallel. This means that the acquire rate adapts to the processing rate so that the
image buffers cannot be overrun.

How to activate Self-Paced Auto-Trigger mode

a) Auto-trigger When Online check box is checked: automatic triggers will start when the camera
or Emulator goes Online and stop when it goes Offline. The Start/Stop Auto-trigger button is
disabled. No other Start/Stop control is available.

b) Auto-trigger When Online check box is NOT checked: the camera or Emulator must be Online
to enable the Start/Stop Auto-trigger button. Automatic triggers will start when the Start/Stop
Auto-trigger button is clicked on and stop when it is clicked off.

How Self-Paced Auto-trigger mode works

After an image is acquired and the Imageln task begins, the next image acquisition is started. When
the task is complete, processing is delayed the number of milliseconds entered in the Delay field,
then the task begins processing the next image and another image acquisition begins. This is a soft-
ware-generated trigger and does not require a hardware trigger connection.

This mode is especially useful in applications that use a fast tool to sense part presence then branch
to a full inspection when the part is present. The camera or Emulator triggers quickly when it is just
running the fast tool. When the part is present, the camera or Emulator will not trigger again until
the inspection task is done, so the inspection is self-pacing. Also, if the task execution time
changes, the trigger rate does not need to be changed.

Delay (milliseconds)

(for Self-Paced Auto-trigger mode) This is the delay time between the end of processing one image
in the Imageln task and beginning to process the next image. The value can be between 1 and 100
milliseconds. Without the delay, the camera or Emulator may stay too busy to send data to VPM or
CPM. If VPM or CPM is updating very slowly, especially with large images, it might help to
increase this delay, although this will slow the trigger rate.

* Auto-trigger When Online
If this is checked, automatic triggers will start when the camera or Emulator goes Online and stop
when it goes Offline. The Start/Stop Auto-trigger button is disabled. No other Start/Stop control is
available.

Trigger Input Debounce

Here you can define the debounce time for the camera trigger signal. Debounce determines the maximum
trigger rate the system will allow (basically like a governor on an engine) to help prevent negative effects
from noise and high frequency bursts. The debounce setting must be able to filter out noise while not intro-
ducing any unnecessary delays.
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NOTE: Third-party cameras have varying Delay and Holdoff Debounce settings. Refer to the M-Series
Hardware Guide for Processor and Cameras (843-0138) for details.

¢ Delay
The debounce timer starts when the signal’s active edge is detected, and stops when the opposite edge
is detected. The input must remain active for the delay amount of time for the event to be triggered.
Delay is good for filtering random noise on the input, but delay makes the time between the input sig-
nal’s edge and system triggering speed-dependent, especially on high-speed inspections. Use a Delay
time that is long enough to filter out the worst expected noise, but short enough to accommodate your
fastest inspection times.

Delay Timer Trigger [Shift Evert

Pariod Processed Trigger[Shift Evert
_— i Not Processed

Trigger IShift |
ardware

Sianal Inout Delay Time Delay Tmes | | || |
onaiine Ends - | End -
Delay Timing Diagram

* Holdoff: This setting is not supported in the M-Series, MX-E Series, and MX-U Series. See “Input
Debounce” on page 2-9.

Image Input Queue Size

VPM uses the time between processing images to display results. The display may "freeze" if there is not
enough time between images to update it, or communications with the camera may be interrupted. The rule
for best results is:

Task Process Time < Time Between Camera Triggers

The Image Input Queue Size value is the maximum number of images that can be in process or waiting to be
processed. The default value is one. (If you are upgrading from a previous VPM version, the default value is
one hundred).

A value of one means that image N must be completely processed before image N+1 is completely acquired
and is ready for processing. The acquisition of image N+1 can overlap with the processing of image N, but
the processing of image N must be complete before the acquisition of image N+1 is complete.

If images are acquired too fast, overlapping incoming images are marked as "aborted." When it is time for
the images to be processed, the Image In task is not run and the Abort Task is run, if there is one defined. A
message is also written in the System Log. (See “Issue: Communications Timeout, please wait...”” on page 6-
74.)

It may be necessary to adjust the queue size. For example, an application may require the acquisition of a
"burst" of N images that are acquired faster than they can be processed. Once those images are processed,
another burst is acquired. In this case, the Image Input Queue Size value should be set to the number of
images in the burst. If the value is too small, overrun errors will occur.

Partial Scan Tab

The values for the left, right, top, and bottom edges control the maximum vertical and horizontal line num-
bers scanned by the camera. Use this setting to decrease the image area scanned and increase the inspection
speed. The range of acceptable values is determined by the camera type.

For line scan cameras, the bottom edge value is the height of the line scan image.
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If you want to use partial scanning on an image, you should calibrate the entire image first and then set the
partial scan parameters.

For partial scan images, the image coordinates of 0,0 correspond to the sensor pixel coordinates 0,0. This
means that, when the image is partially scanned from the left or top, the upper left image pixel coordinate
becomes the top left partial scan setting. The image above and to the left of the partial scan setting will not
be displayed in the image window.

* Scan Lines to Overlap
This property indicates the number of scan lines to copy from the bottom of the previous image and
add to the top of the current image. As a result of the overlap, the resultant image is this number of
lines taller than the Partial Scan setting used by the camera.

For example, if a camera with 480 lines has an Overlap value of 100, the resultant image delivered to
the vision program will be 580 lines, with the top 100 lines copied from the previous image and the
remaining 480 lines from the camera sensor.

The feature is primarily intended for use with line scan cameras, however it works with any camera. It
works best with line scan cameras because the bottom line of the previous image will be placed
directly adjacent to the top line of the current image. One primary application is inspection of a mov-
ing part, such as a web, that requires multiple images. If an interesting object, such as a defect, falls in
the area where one image ends and the next image begins, the object can not be fully seen in either
image. By setting the overlap setting to the maximum height of the object of interest, the entire object
at the top of the second image will be visible.

This is a property of the Camera Object, so it can be linked into your vision program and used when
analyzing results. For example, smaller objects may get duplicated at the bottom of the previous
image and the top of the current image, so you can recognize that the position of the object is in the
overlap and avoid counting it twice.

The maximum value for this property is equal to the height of the camera image.

The overlap area is expressed in scan lines, not calibrated units.

The overlap feature only works for vertical overlap, not horizontal overlap.

The overlap feature is not currently compatible with lens distortion calibration. It is compatible with
pixel size calibration.

Some third-party cameras do not allow partial scanning.

Color Tab

This tab is enabled only when a color camera is being used. Impact software uses a 3x3 bilinear interpolation
to convert the incomplete color imager output to a usable color image.

White Balance

If you are using a color camera, you can apply automatic white balance correction which calculates the
proper red and blue pixel gains needed to provide an accurate color image, or you can manually enter values
for the red and blue pixel gains. Default gain settings are determined by the camera type (and Illuminator
type for the P-Series).

To automatically adjust the white balance:

1. Point the camera at a uniformly white or grey object or image. Be sure the image is well-lit and not too
bright. Errors are returned if any of the color channels are saturated (the gain is greater than 100%).

2. Adjust the purple rectangular ROI so that it covers only a white or grey area of the image.

3. Click "Auto." The camera automatically calculates the proper red and blue gain values to bring all
three colors into balance.
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How White Balance Works

Datalogic’s color cameras have two stages of gain, the overall gain (set with the Gain slider on the General
tab), and a gain for the red and blue pixels.

When you click the Auto button, the average value is calculated for the red, green, and blue pixels. The red
gain is computed as the average green pixel value divided by the average red pixel value. The blue gain is
computed as the average green pixel value divided by the average blue pixel value. Errors are returned if any
of the color channels are saturated (the gain is greater than 100%) or if the computed red or blue gain is out-
side of the range supported by the camera.

The red and blue gain values are applied to the camera after they are entered manually or calculated by click-
ing the Auto button.

First, the overall gain is applied to all pixels, then the red gain is applied to the red pixels and, finally, the
blue gain is applied to the blue pixels. This means that only the overall gain is applied to the green pixels.
Red pixel gain is overall gain times the red gain and blue pixels gain is overall gain times the blue gain. In all
cases 100% gain equals unity gain.

Line Scan Tab

This tab is enabled only when a line scan camera is being used. Refer to the M-Series Hardware Guide for
Processor and Cameras for more details about connecting line scan cameras.

Datalogic M5xx cameras

Datalogic’s M5xx line scan cameras have a sensor with only one row of pixels and so they acquire one line
at a time. The image is formed by moving the part in front of the camera, acquiring multiple lines and stack-
ing them together to form the image. The Acquisition Mode determines when the camera needs to be trig-
gered, e.g. for each line, for a frame, continuously, etc. Line triggers can come from an encoder that ensures
that the lines are evenly spaced.

Basler cameras

NOTE: Due to the characteristics of the trilinear color line scan camera, you must discard the first 16 lines
from each frame transmitted by a color line scan camera. (They contain incomplete data.) To do this, set the
ROIs in all tools that use the image so that the first 16 lines of the image are ignored.

The sensor used in the Basler color line scan camera has three lines of pixels. The center-to-center distance
between each line is 112um. This spacing results in each line having a different field of view on any object
that is passing the camera. When an acquisition is triggered, all three lines in the sensor are exposed simulta-
neously. This means that each line in the sensor acquires a different area on the object for a single acquisi-
tion. To ensure that there will be no color banding in the image, it is very important that:

1. The line trigger rate, pre-divider, multiplier, and post-divider settings are set so the image is composed
of square pixels (horizontal pixel size = vertical pixel size). See “Frequency Converter” on page 2-30.

2. The camera is correctly oriented for the scan direction. The figure below shows the proper camera ori-
entation relative to part movement direction.
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Acquisition Mode

Line scan cameras can operate in several acquisition modes. The continuous modes allow the camera to
acquire multiple images without requiring multiple frame triggers. This eliminates any concern about “miss-
ing lines” between images when long parts are scanned.

In all the acquisition modes, the number of scan lines needed to create an image is set in the bottom edge
value of the Partial Scan tab (see “Partial Scan Tab” on page 2-26). Offline operation, using the Snap or
Trigger Once buttons, does not require line triggers since the lines are self-triggered based on shutter time.

Single Frame, Edge Triggered

In this mode, the camera begins to capture a single image beginning with the edge of the frame trigger. To
select the frame trigger edge type, see “Frame Trigger Tab” on page 2-24.

Continuous While Online

In this mode, the frame trigger signal is not used. Lines continue to be acquired as long as the camera is
online. The signal to begin acquiring a line depends on the Line Trigger Type selected.

The camera will wait as long as necessary to get enough scan lines to fill each image. Since there is nothing
to indicate the end of the scan, the last image can wait forever to fill. To flush a partial last image out of the
camera and start a new one, the camera must be put Offline. If the camera is not put Offline, when a new
image is started the first lines of the new image will contain the left over lines from the end of the previous
image.

Continuous While Frame Trigger High

While the frame trigger is held high, the camera will accept line triggers and create images. When the cur-
rent image is filled with scan lines, the camera sends it and the next image starts with the next line trigger.
When the frame trigger goes low, image acquisition is complete and the camera will send the current image
regardless of the number of lines acquired. The next image starts with the next line trigger after the frame
trigger goes high.

Continuous While Frame Trigger Low

While the frame trigger is held low, the camera will accept line triggers and create images. When the current
image is filled with scan lines, the camera sends it and the next image starts with the next line trigger. When
the frame trigger goes high, image acquisition is complete and the camera will send the current image
regardless of the number of lines acquired. The next image starts with the next line trigger after the frame
trigger goes low.

IMPORTANT: The camera can malfunction if the frame trigger goes high or low immediately after the
image height is reached and a full buffer has been sent, since this results in a partial image of zero lines. The
malfunction may cause the camera to stop operating. If this happens, power the camera off, then on. To
avoid this problem, set the image height to be greater than the maximum number of lines that could be
acquired during any Frame Trigger time. The image height is set in the bottom edge value in the Partial Scan
tab (see “Partial Scan Tab” on page 2-26).

Line Trigger Type

The line trigger signals the camera to start acquiring a line. The acquisition time is determined by the Shutter
Open time.

Single Phase

The trigger signal is connected to Input 2 and the line start is triggered on the rising edge of the signal only.
There are no debounce settings for Input 2.

Quadrature Forward Only
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Use this setting with a quadrature encoder. Phase A is connected to Input 2 and Phase B is connected to
Input 3. The line start is triggered on the rising and falling edge of each input as long as Phase A leads Phase
B (forward direction). There are no debounce settings for Input 2 and 3.

The camera does not start a line in the backward direction. It counts the trigger pulses until the encoder goes
forward again, then it counts the forward pulses until all the backward pulses have been retraced, then it
starts triggering. This setting allows the line start to ignore backward jitters.

Quadrature Forward and Back

Use this setting with a quadrature encoder.Phase A is connected to Input 2 and Phase B is connected to Input
3. Line starts are triggered on the rising and falling edge of each input in either direction.

Time-Based

When this setting is selected, an internal trigger signal is generated based on the Trigger Period (microsec-
onds) value and an external trigger source is not required.

Note for Snap and Live Button: When you use the Snap or Live Button with a Line Scan Camera, set the
Line Trigger Type to Time-Based and adjust the Trigger Period. Any other Line Trigger Type requires an
external hardware line trigger. (See “Snap” on page 2-22.)

Trigger Period (microseconds)

The is the period between internally generated line trigger signals. This field is enabled only when Line
Trigger Type is set to Time-Based. The Trigger Period must be greater than the Shutter Open Time.

Shutter Open Time (microseconds)

The Shutter Open Time must be less than the Trigger Period. See “Shutter” on page 2-23.

Line Trigger Input Termination

CAUTION: Maximum Input Voltage is +6 VDC when the termination resistor is in the circuit.

This setting only affects Inputs 2 and 3. Input 1 is not terminated. There are no debounce settings for Inputs
2 and 3. The ability to configure the termination resistor is necessary because Inputs 2 and 3 can accept TTL,
RS-422, or RS-644 signal types. If this check box is checked, a termination resistor is present on camera
Inputs 2 and 3.

You should check or clear the check box based on the following signal input configurations.

e RS-422
Camera is the end device on the bus: check box must be checked
Camera is not the end device on the bus: check box must be cleared

* RS-644: check box must be checked
* TTL: check box must be cleared

Frequency Converter

Because the maximum trigger input rate of the Line Scan camera is 20 MHz, which is faster than the cam-
era’s number of lines per second acquisition rate, an internal frequency converter can be configured that will
scale the line trigger input rate up or down to create fractional scale factors. This way you can match the x
and y resolutions without modifying the encoder frequency. The Frequency Convertor setting can be used
with any of the three Line Trigger types.
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Refer to the M-Series Hardware Guide for Processor and Cameras (843-0138) for each Line Scan camera’s
maximum lines per second acquisition rate.

The Line Trigger Multiplier and Line Trigger Dividers are integer scale factors. They can be combined to
create a fractional scale factor. For example, if the trigger input rate is 3000 and the desired lines per second
is 2000, then the Multiplier value would be 2 and the Post-Divider would be 3.

3000 * (2/3) = 2000
Pre-Divider

This setting is used to the scale the frequency down to less than 30 KHz, the maximum value for the Multi-
plier field. For example, if the trigger input rate is 30 KHZ, the pre-divider value would be 10. Using the
example above:

30000/10 * (2/3) = 2000

Here is an example using the M565 line scan camera to acquire an image of a cylindrical-shaped object. (For
other line scan cameras, substitute the appropriate values.)

The M565 camera has a resolution of 2048 lines. The Field of View (FOV) is 41 mm and the object has a
circumference of 73 mm. The encoder produces 2500 pulses per revolution.

The horizontal resolution is calculated by:

FOV/ camera resolution = horizontal resolution
Example: 41 mm/2048 = 0.020 mm/pixel

The vertical resolution is

circumference / encoder frequency = vertical resolution
Example: 73 mm/2500 = 0.029 mm/pixel

Because the horizontal and vertical resolutions are different, the resultant image will appear stretched or
compressed. To correct for this, set the Pre-Divider, Multiplier, and Divider to create a fractional scale fac-
tor. (First, multiply the horizontal and vertical resolutions by 1000 so the Multiplier and Post-Divider values
are integers.)

Example:

Pre-Divider: 1

Multiplier: 0.029*1000 = 29
Post-Divider: 0.020*1000 = 20

You can now use these newly calculated values to adjust the number of lines to acquire (so that the horizon-
tal and vertical resolutions are equal).

Circumference (in pulses per revolution) * Multiplier / Post-Divider = Number of lines

Example: 2500 * 29/20 = 3625

(If this result is greater than 12,228, the resolution must be changed, since the camera’s maximum num-
ber of lines is 12,228.)

Recalculating the vertical resolution using the new number of lines shows that the vertical and horizontal
resolution are equal:

circumference / encoder frequency (Example: 73/3625 = 0.020mm/pixel)
Assign Tab (USB Cameras Onl

Select Camera

Be sure a USB 3.0 camera is plugged into any of the USB 3.0 ports labeled Camera Ports on the MX-U
Series processor. Do not connect a USB camera to the port labeled USBS5 or any other USB 2.0 port.

Datalogic S.r.l.
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If no camera is connected to, or assigned to, a Vision Device, the Vision Device acts as a Local Emulator.
(See “MX-U Series” on page 1-8.)

To assign a USB camera to a Vision Device

1.
2.

A

Click the Connect button in the VPM tool bar.

Select one of the IMPACT Devices from the dialog that does not have a camera assigned to it, then
click Connect to Vision Device.

Click the Settings tab.
Click the Camera icon.
On the Setup tab, click the Assign tab.

From the Select Camera drop down, select the camera you want to use. The list includes camera serial
and model numbers.

The camera selection is disabled if a camera is already assigned or the camera is connected to a USB
port that is operating in USB 2.0 mode.

To reset a camera that is in USB 2.0 mode, disconnect then reconnect the affected camera.

Click OK in the Camera Connected dialog.

To remove a USB camera assignment

1.
2.

A

Click the Connect button in the VPM tool bar.

Select one of the IMPACT Devices from the dialog that has a camera assigned to it, then click Connect
to Vision Device.

Click the Settings tab.

Click the Camera icon.

On the Setup tab, click the Assign tab.

From the Select Camera drop down, select None.

Click OK in the Camera Disconnected dialog.

llluminator Tab (P-Series Cameras Onl

Mode

This sets the Internal Illuminator's operating mode. This also affects the permitted Shutter Open Time range.
Mode Shutter Open Time Range (microseconds)
Disabled 10 to 1000000
Normal 100 to 3300
Power 1 to 500

Shutter

This is the amount of time the shutter is open. The higher the number, the longer the shutter is open and the
brighter the image. The Mode type affects the Shutter range limits.

Model

This box contains the model name of the Internal Illuminator mounted on the camera, and the number of
Lighting Chains that the Illuminator contains.
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Lighting Chains
If the Illuminator contains multiple chains, this box configures the number of LEDs that will be enabled.

¢ Chains Enabled
Peripheral: The four LEDs around the edge of the Illuminator can be enabled (top, bottom, left,
right).
Central: The four LEDs in the central part of the Illuminator can be enabled (top/left, top/right,
bottom/left, bottom/right).

e LEDs Enabled
If a check box is checked, the LEDs in those areas of the illuminator will fire when the camera is
triggered. The choices are based on the Chains Enabled setting.

prssnsnmpasaibldssanpanans |
. . . -

Top S . llluminator Front

i Central
1 Chains

R

Calibration Panel

Access to functions on this tab may be limited based on the user’s access level and while the camera is
online or in Live mode.

A camera will require calibration the very first time you use it, when the camera-to-subject distance is
changed, when a new camera is connected, or if the lens is changed. Calibration insures that the measure-
ments indicated in VPM tools accurately relate to the inspected object’s measurements. You may calibrate a
camera using a calibrated target or enter the camera’s units-per-pixel factor manually.

Important Note About Calibrated and Uncalibrated Camera Images

When you set up tools on an image from an uncalibrated camera, all the tool values are expressed in pixels.
After the camera is calibrated, all the tool values are expressed in the calibrated units (e.g. millimeters,
inches, centimeters).

When you set up tools on an image from an uncalibrated camera, then calibrate the camera or load those
tools into a calibrated camera, all the values in all the tools are automatically converted to units. This
includes the values for ROI sizes and locations, tool results, etc. You should be aware of this if you are using
these values in other calculations (e.g. in the Basic tool or control).
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If you want to use partial scanning on an image, you must calibrate the entire image first and then set the
partial scan parameters.

NOTE: For details about how to set up calibration and how it works, see “Camera Calibration Technical
Details” on page 6-69.

Snap

Click the Snap button to acquire and display an image in the image window. You can use this to see how
camera settings affect the image, or to position objects within the camera’s field of view. The acquired image
is also displayed in the image display area of the Design and Display Modes. If you see the following mes-
sage, you may need to redefine points in the table on the Calibration - Real World Coordinates tab.

Warning |_'__| @

I The Image Points may have changed. Check the pomt table again before calibrating.

NOTE: Clicking the Trigger Once button in the Summary Table buttons toolbar will not acquire a new
image for this image display.

Live

Click the Live button to continuously acquire images and display images in the image window until you
click the Snap or Live buttons. You can use this to see how camera settings affect the image, or to position
objects within the camera’s field of view. The acquired image is also displayed in the image display area of
the Design and Display Modes.

NOTE: Clicking the Trigger Continuously button in the Summary Table buttons toolbar will not acquire a
new image for this image display.

Image Source

The type of camera currently acquiring images.

Frames per Second

This field indicates the number of frames the camera can capture and process per second. It is calculated
based on the current Shutter Open Time, Partial Scan line and Half Resolution Mode settings.

Set To Defaults

Click this button to restore all camera settings to their factory defaults. Default settings are determined by
the camera type (and Illuminator type for the P-Series).

Calibrate

Click this button to calibrate the camera when the desired image is displayed in the image window and all
calibration settings are complete. You can use the Snap button or Load Image button to acquire an image.

Load Image
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Click this button to load a file image into the image display window and use it to calibrate the camera. The
current camera calibration information (if any) is displayed. The image display is changed to Pixel Units
Display mode (see “Displaying Pixel Units” on page 3-19).

Pixel Size Only

Use the distance between two points on the image to calculate the image scale, or enter the scale value. This
type of calibration does not correct lens or perspective distortion. (See “Units per Pixel” on page 6-71.) To
print the calibration results, see “Print Options” on page 3-9.

Two Points

Calibration with two points provides an ROI you can position to indicate beginning and ending calibration
points on the image, or you can manually enter the line’s beginning and ending point coordinates.

Two Points Settings

* Target Length (units): The distance in real-world units between the points (e.g. if the distance is 100
mm, enter 100 in the field).

¢ Points Table: This table contains the X and Y coordinates of the beginning and ending points of the
line ROI drawn in the image.

* Calibration Error: See “Calibration Errors” on page 6-72.

To calibrate with Two Points using the ROI
1. Select the Pixel Size Only tab.
2. Select the Two Points radio button.

3. Snap or load the desired image so it appears in the image window. A line ROI is placed on the image.
Move and size the line until it stretches between two points with a known distance between them.
NOTE: If no image is present in the image window, the ROI is very small and located in the upper-left
corner of the image window.

4. Enter the distance in real-world units between the points into the Target Length field.

5. Click the Calibrate button. The calibration results are displayed at the bottom of the Settings and the
Current Calibration areas (see “Current Calibration” on page 6-71).

Note that the ROI may be moved off image after calibration if the image display is in Real-World Units
display mode (see “Displaying Real World Units” on page 3-19).

To calibrate with Two Points using entered coordinates
1. Select the Pixel Size Only tab.
2. Select the Two Points radio button.

3. Snap or load the desired image so it appears in the image window. A line ROI is placed on the image.
Move and size the line until it stretches between two points with a known distance between them.
NOTE: If no image is present in the image window, the ROI is very small and located in the upper-left
corner of the image window.

4. Double-click on a field in the endpoint coordinates table and enter the X and Y endpoint coordinate for
each of the two points.

5. Enter the distance in real-world units between the points into the Target Length field.

6. Click the Calibrate button. The calibration results are displayed at the bottom of the Settings and the
Current Calibration areas (see “Current Calibration” on page 6-71).
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Note that the ROI may be moved off image after calibration if the image display is in Real-World Units
display mode (see “Displaying Real World Units” on page 3-19).
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Manual

Use this option when you know the image scale.

Manual Points Settings

¢ Units per Pixel: See “Units per Pixel” on page 6-71.

¢ Calibration Error: See “Calibration Errors” on page 6-72.

To calibrate manually
1. Select the Pixel Size Only tab.
2. Select the Manual radio button.
3. Click in the Units per Pixel field and enter the value.
4

. Click the Calibrate button. The calibration results are displayed at the bottom of the Settings and the
Current Calibration areas (see “Current Calibration” on page 6-71).

Target
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Use this option when you have a calibration target with a hexagonal, grid, or checkerboard pattern. Also see
“Target Calibration” on page 6-70. To print the calibration results, see “Print Options” on page 3-9.

Target Settings

¢ Target Pitch (units)
This is the real-world distance between dots on the calibration target. It is independent of the units
(e.g. millimeters, inches, centimeters).

¢ Pattern
You can use a target that is laid out in a hexagonal, grid, or checkerboard pattern. The small sample
images show the different types. For Hexagon and Grid targets, the dots must be a minimum of twenty
pixels in diameter spaced twenty pixels apart.
Checkerboard Pattern
The image should be high resolution with sharp edges, clear corners, and high contrast. Each square
must be a minimum of ten pixels on each side. The squares must touch each other at one corner point,
with no overlapping. The pattern must be at least four columns by four rows.

Calibration Error

See “Calibration Errors” on page 6-72.

To Calibrate from a target

1.
2.
3.
4. Click the Live button. Move the target so that the center of the image corresponds to the center of the

Select the Target tab.
Select the radio button of the desired target type.
Place the calibration target in front of the camera.

lens (optical axis) as much as possible.

Hexagon or Grid Pattern

Be sure that the target is well lit but not saturated. Place the target in the camera’s field of view (FOV).
Focus the camera so that the target dots are clear and sharp.

Checkerboard Pattern

Be sure that the target is well lit. Place the target in the camera’s field of view (FOV). Focus the camera
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so that the squares are clear and sharp with high contrast. Increase the exposure until the white squares
are saturated.
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See “Current Calibration” on page 6-71
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6. Click the Snap button.

7. Type the pitch measurement into the Target Pitch (units) field. The pitch is the distance between each
calibration object (dot or square). Calibration targets have a known pitch.

8. Click the Calibrate button. The calibration results are displayed at the bottom of the Target Settings
area and in the Current Calibration area (see “Calibration Errors” on page 6-72).
The target image point ROIs are displayed on the image. To display the points in Real-World or Pixel
Units coordinates, toggle the Displaying Real World Units button on the left side of the image window
(see “Displaying Real World Units” on page 3-19).

9. If necessary, adjust the Grey Level Threshold Type and Feature Size and repeat steps 6 and 8.

Real World Coordinates

Use this option when you have a calibration target with at least four points or corners. Calibration performs
an analysis on the image and displays the found image points. You then select points on the image to fill the
Image X and Image Y sections of the Point Table. To print the calibration results, see “Print Options” on
page 3-9.

Real World Point Management

¢ Generate Points
Click this button to perform an analysis on the image and display the corresponding image points. To
display the points in Real-World or Pixel Units coordinates, toggle the Displaying Real World Units
button on the left side of the image window (see “Displaying Real World Units” on page 3-19).
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Add Image Point

Click this button to add the X and Y coordinates of the point currently selected on the image to the
Point Table. If the selected point is already in the table, this button is disabled. Three or more calibra-
tion points must not be collinear.

Point Table

Image X and Image Y coordinates are added to this table when you select a point on the image and
click the Add Image Point button. You can also click the append button to add an empty point pair. To
enable editing of the Image X and Image Y coordinates, click the Append button.

Append
Click to append a pair of empty points to the end of the point table.

Delete
Click to delete a pair of points from the point table.

Reorder
Select a row from the point table, then click the appropriate arrow to move the row up or down.
NOTE: This operation only reorders the Image X and Image Y coordinates, not RW X and RW Y.

To Calibrate using Real World Coordinates

1.
2.

Select the Real World Coordinates tab.

Place the calibration target in front of the camera in the field of view (FOV). The target must contain at
least four points.

Click the Live button. Move the target so that the center of the image corresponds to the center of the
lens (optical axis) as much as possible.

The target should be well lit but not saturated and the target dots clear and sharp.
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5. Click the Snap button.
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6. Select Centroids or Corners feature point type from the drop down. Centroids finds the centroid of the
calibration target features. Corners finds the corners of the features (e.g. Checkerboard target).

Corners Centroids

7. Click the Generate Points button. ROIs are displayed on the image where target dots were found. To
display the points in Real-World or Pixel Units coordinates, toggle the Displaying Real World Units
button on the left side of the image window (see “Displaying Real World Units” on page 3-19).

8. Select the desired ROI on the image, then click the Add Image Point button. If the selected point is
already in the Point Table, the point is highlighted in the table and the Add Image Point button is dis-
abled.

9. Inthe RW X and RW Y columns, double-click the field and enter the real-world coordinates of the cor-
responding Image X and Image Y coordinates.

10. Click the Calibrate button. The points indicated by the Image X and Image Y coordinates are drawn on
the image.

11. The calibration results are displayed at the bottom of the Real World Point Management area and in the
Current Calibration area (see “Current Calibration” on page 6-71).

File Camera

=
ﬂl The File Camera system object accesses the camera’s system memory where file images are stored.

File Camera Properties Tab

Output Name What it is
Number of Active The number of images currently in the camera’s RAM
Images

File Camera Setup Tab

NOTE: Access to functions on this tab may be limited based on a user’s access level and while the camera is
online.

This panel lets you configure a camera to work with saved images. Previously captured images in PNG for-
mat can be selected in the File Camera tab, then the Active selected images are displayed in the image win-
dow when the camera is triggered. The following section describes each of the tab parameters in detail.
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File Camera mode and the Emulator function the same, except that images are stored on the client PC when
you use the Emulator. In File Camera mode, images are stored in the camera’s compact flash memory.

When File Camera mode is enabled, the camera will not acquire live images, but it will use the images in the
RAM Images Active list as though they were acquired live. To enable File Camera mode, click the File
Camera/Camera button. See “File Camera or Camera” on page 3-12.

Available File Images

The images listed in the Available list are stored in the camera’s compact flash memory and are available to
be copied to the Active Images list. When you select an image in the list, it is displayed in the Image Win-
dow.

To add an image to the Available list:
1. Click Add.

2. Inthe Locate Image dialog, navigate to the directory that contains the image you want to use and select
it. Images with a name greater than 44 characters cannot be added to the list.

Tip: If you select an image format other than .png, it is automatically converted to png format when it is
added to the list.

3. Click Add. (Images are saved, by default, in the Root/Images folder in the default installation location.)
The image is also automatically added to the Active list in RAM Images.

To remove an image from the Available list:
1. Select the desired image.
2. Click Remove.

Tip: To save images from the camera to the client PC, click the File Manager system object, open the cam-
era’s Root folder, open the Images folder, then copy the desired images to a client folder. To save a displayed
image, click the Save Image button in VPM’s image display area.

Active Images

Images listed in the Active list are in the camera’s RAM and available for processing. These images are dis-
played in a repeating list in order from top to bottom when the camera is triggered or when the Snap or Live
button is pressed on anywhere in VPM Settings Tab or in a VPM tool. When you select an image in the list,
it is displayed in the Image Window.

To add an image to the Active list
1. Select the desired image in the Compact Flash Images Available list.
2. Click the Activate arrow in the space between the lists.
3. To change the order of the image in the list, if necessary, click the Reorder arrows below the list.

To remove an image from the list
1. Select the desired image in the list.

2. Click the Deactivate arrow in the space between the lists.
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System Log

The System Log system object is used to view and save the System Log. Events in the System log are time
and date stamped and stored on the camera or Emulator. This object has an additional General property
named Log Entries that is a String List containing all the system log events.

System Log Properties Tab

Input Name What it is

Log Entry The most recent log event

Datalogic S.r.l.

System Log Setup Tab

NOTE: Access to functions on this tab may be limited based on a user’s access level and while the camera is
online.

Archive Log

On A30, P-Series, and T4x-Series cameras, the System Log is stored on the camera. If the camera loses
power for an extended period of time, existing system log events are lost unless you archive them first. On
M-Series, MX-E Series, and MX-U Series Processors, the system log is written to a disk file when the sys-
tem is closed by using Windows shutdown or when the Vision Device exits. When the system is restarted,
the system log is initialized from the saved file.

To Archive System Log Events:

Overwrite an Existing File

1. Click Archive Log to archive System Log Events to the default file displayed in the File field. An
existing file with the same name can be overwritten.

Archive to a new file
1. Click Browse.
2. Navigate to the desired folder.
3. Enter a new file name. IMPORTANT: File names are case sensitive.
4. Click Open.
5. Click Archive Log.

Event

The events are sorted in ascending time order and contain information about the camera or Emulator and
tasks such as online and offline events, system restarts, camera and image acquisition errors, trigger over-
runs, tool failures, and other types of system events and failures. See “Trouble Diagnosis” on page 6-74 for
more details about system errors.

Clear

Click Clear to clear all the events in the system log.

Refresh

Click Refresh to update the list of events.
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File Manager

j" 3. The File Manager tab lists and manipulates files that are in the camera’s flash memory or the Emulator. You
can use this tab to copy files between cameras and other network devices, including client computers.

File Manager Properties Tab

Input Name What it is

Display Mode Pro- Programs that contain this name appear on the Display Mode’s File
gram Filter Load drop down list. (See “Filtered Vision Programs” on page 3-28.)
Output Name What it is

Available Flash The amount of flash memory on the camera (in bytes)

File Manager Setup Tab

NOTE: Access to functions on this tab may be limited based on a user’s access level and while the camera is
online.

Display Mode Program Filter

Programs that contain this name appear on the Display Modes’s File Load drop down list.

Refresh

Click to refresh the list of files.

Select All

Click to select all the files listed.

Folder List

The left pane of the tab shows the folders on the client computer and the camera or Emulator.

—~

- ]
= Vision Device
CompositeTools
FontLib

Images

VisionPrograms

3 [F ][] [ ]

web

WARNING: The files in the camera or Emulator’s Root folder are important system files. The camera or
Emulator may fail to operate correctly if these files are modified or deleted.

* Vision Device: The camera or Emulator’s operating system and firmware files. Do not put more than
thirty two files in the root directory or the install may fail.

* FontLib: OCR tool Font Data files
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¢ Images: contains images stored on the camera or on the Emulator PC. To backup images, copy them
from this folder to a folder on the client PC. To add images, copy them into this folder using the File
Manager. Images with a name greater than 44 characters cannot be used by the file camera.

* Composite Tools: Composite Tools are created by combining existing tools into new configurations.
* VisionPrograms: Datalogic and user-created vision programs

* Web folder: User-defined files that can be accessed with a web browser.

To access the files in the Web folder with a browser
1. Open a web browser.

2. Inthe Address field, type http://123.123.123.123/file/
where 123.123.123.123 is the IP address of the Impact camera or Emulator.

3. Press Enter. If there is a file in the folder named index.htm or default.htm, the browser will automati-
cally display it. If not, the directory is displayed. To display a different file, enter the file name after the
directory name.

For example: http://123.123.123.123/file/index_help.htm
IMPORTANT: File names are case sensitive.

File List

To select a file from the list, click on the file name in the list. To select multiple files, hold down the Ctrl key
and click each file. If a file that is pasted into the Vision Programs folder is already loaded on the Impact
camera or Emulator, the new file is automatically loaded in place ofit.

Cut or Delete a File
1. Select the desired file(s)
2. Use the Cut or Delete button on the main VPM tool bar.

To Copy and Paste a File
1. Select the desired file(s)

2. Use the Copy and Paste buttons on the main VPM tool bar or click the file and drag it to the desired
folder.

The right pane of the tab shows the files in the folder that is selected in the left pane. Click on the respective
header to sort the files by name, size, or date modified. The small arrow on the header indicates the sort
order. Not all headers are displayed for all folders.

¢ File Name
Vision program files have a .vp extension. Each vision program file must have a unique name.
IMPORTANT: File names are case sensitive.

¢ Vision Program Name
This column is displayed only when the Vision Programs folder is selected. It shows the name of the
vision program within the vision program file. Vision Programs are created with Vision Program
Manager. Multiple vision programs can have the same name. Links are made from control panels to a
vision program. IMPORTANT: Program names are case sensitive.

* Size, Modified
Shows the size in kilobytes and the date the file was modified.

¢ Load/Unload
This column is displayed only when the Vision Programs folder is selected. When this box is checked,
the indicated vision program is immediately loaded in the camera or Emulator. When the box is
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unchecked, the file is unloaded. Loaded programs can be edited in Vision Program Manager and are
queued to run if they are triggered when the camera or Emulator is online.

Load On Startup

This column is displayed only when the Vision Programs folder is selected. When this box is checked,
the indicated vision program is loaded into the camera or Emulator when it restarts. Loaded programs
can be edited in Vision Program Manager and can run when the camera or Emulator is online.

File Name # ] Frogram Mame | Size I Modified | LoadiUnload I Load On Starup |
Eobs.vp Blobs I3TEE 022002003 02:21 PM r C
Maasuwements. vp Measurements ATZKE 022002003 02:21 PM 1~ =3
Locabes, vp Locates BISKE  0@j20/2003 02:21 PM r m
Halper_Took.wp  Helper_Tools NFEE 022002003 02:21 PM | |

Restoring vision program files

To restore vision program files from the client to the camera or Emulator:

1.

A e B

Connect to the desired camera or Emulator.

Click Settings Tab - File Manager - Setup.

Open the folder on the client drive that contains the file to be restored.
Click the file to be restored to select it.

Click the Copy button.

Click the plus sign to the left of the Vision Device folder to open it.
Click the VisionPrograms folder.

Click the Paste button.

The file is pasted into the VisionPrograms folder.

10. If you want the file to be loaded on the camera or Emulator, check the Load/Unload check box.

Modbus Server

AOD

g—p The Modbus Server interfaces with other devices that use Modbus TCP/IP protocol. There are brief details

‘_

of the server’s operation after the following table. (Impact processors and cameras do not support serial

Modbus protocol.)

All Modbus registers are 16 bit integers. The VPM Modbus server registers (the number in brackets) are
used as described here.

NOTE: This System Object is not available while the camera is online.

Modbus Server Properties Tab

Input Name What it is

Online [0] If this value is set to one, the camera goes online. If it is set to zero, the

camera goes offline.

Trigger [1] If this value is set to non-zero, the camera is triggered if it is Online. This

value is also written to the Trigger Ack register as a trigger acknowledge-
ment.
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Input Name What it is

Gain [2] The camera’s current gain setting

Shutter Speed (x The camera’s current shutter speed setting in microseconds (divided by
10us) [3] ten)

Strobe 1 Duration
(ms) [4]

Strobe 1 current duration setting in milliseconds

Strobe 2 Duration
(ms) [5]

Strobe 2 current duration setting in milliseconds

Strobe 3 Duration
(ms) [6]

Strobe 3 current duration setting in milliseconds

Reserved [7] - [32]

These registers are reserved for future use

Trigger Ack [33]

If the Trigger register value is set to non-zero, the camera or Emulator is
triggered and that same value is immediately written to this register as a
trigger acknowledgement. This register value is not changed for hard-
ware triggers.

Reserved [34] - [63]

These registers are reserved for future use

Register [64] - [127]

The Modbus client can write to these registers.The value in the register
can be linked to VPM tool property values.

Datalogic S.r.l.

How VPM Works With Modbus TCP/IP

The Modbus server runs continuously on the camera or Emulator, listening on the standard Modbus port
502. It does not initiate any communications, but waits for other Modbus devices on the network. To config-
ure a VPM task to run when a Modbus device communicates with the camera or Emulator, select the Mod-
bus Event Trigger Event Type. To run it when Modbus register data changes, select Modbus New Input Data
Event Trigger Event Type. (See “Trigger Event Types” on page 3-40).

The server supports only Conformance Class 0 functions — Read Multiple Registers (Function Code - 3
(0x03)) and Write Multiple Registers (Function Code - 16 (0x10)). There is one register address space start-
ing at address 0. All Modbus registers are 16 bit integers and the most-significant bit (at the lowest address)
is sent first (known as Big Endian).

Read and Write a Modbus Register

Since VPM tool property values cannot be directly linked to a Modbus register, you need to use a Data Set
tool to push a value from a tool’s property into the register. Register values can be directly linked to a VPM
tool property.

How to write to a register
1. Place a Data Set tool in the task.

2. Inthe Data Set tool, click the create link button on the Destination Port, then select the desired Modbus
Register.

3. In the Data Set tool, click the create link button for the Value property, then select the property you
want to link from the source tool.

4. When the Data Set tool runs, it pushes the desired value into the Modbus Register.
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How to read from a register
1. In the desired tool, select the desired property.
2. Click the create link button.
3. In the Modbus Server system object, select the desired Modbus Register.
4. When the tool runs, it reads the desired value from the Modbus Register.

AB PCCC Server

MoD
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The AB PCCC Server allows Allen-Bradley®, Rockwell Automation®, and compatible PLC devices to
exchange data with cameras using the Programmable Controller Communication Commands (PCCC) proto-
col encapsulated inside EtherNet/IP commands. The PCCC format is compatible with the Allen-Bradley
standard PLC-5 which is supported by a wide variety of their PLCs including the SLC™-5, PLC-5®, and
later products. There are brief details of the server’s operation after the following table.

No values for the PCCC Server properties are saved in the Vision Program (*.vp) files. If you require initial
values, they must be set using explicit Data Set operations in the program when it loads. The VPM PCCC
server properties (the number in brackets) are described here.

NOTE: This System Object is not available while the camera is online.

AB PCCC Server Properties Tab

Input Name

What it is

N7-Integer [0]
through N7-Integer
[63]

64 indexed integer values

F8-Float [0] through
F8-Float [63]

64 indexed float values

A9-ASCII [0]
through A9-ASCII
[63]

64 indexed 1-byte characters

ST10-String [0]
through ST10-
String [31]

32 indexed string values

How VPM Works With AB PCCC

The AB PCCC server runs continuously on the camera or Emulator. It does not initiate any communications,
but waits for other PCCC devices on the network. To configure a VPM task to run when a PLC device com-
municates with the camera or Emulator, select the AB PCCC Event Trigger Event Type. (See “Trigger Event
Types” on page 3-40).

The server supports Typed Read and Typed Write commands. These are standard PCCC commands using
command code 15 (0x0F) and functions 104 (0x68) and 103 (0x67) respectively. The PCCC command is
placed inside an EtherNet/IP command that targets the EiP object 103 (0x67) and service 75 (0x4B) on the
camera or Emulator.
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There are four files of data that can be read or written. These are statically-allocated arrays of data analogous
to Modbus registers.

File Type File Name PCCC Data Type Depth Port Names
Integer 16-bit N7 INT 64 INT [*]

Float 4-byte F8 REAL 64 REAL [*]
Character 1-byte | A9 SINT 64 SINT [*]
String n-chars ST10 SINT 32 String SINT [*]

The Integer file is limited to sixteen bits which is the standard for PLC-5 devices and the protocol.
Reals conform to the IEEE 754 standard for representing a real number in four bytes.

The Character file has signed characters. These may be used for characters of other signed one-byte data as
well as Boolean values.

The String file entries each contain a variable-length string. The data is passed as the SINT format. Only one
string at a time may be read or written as it is already passing an array of data. The other three data types
may pass one to n data elements at a time.

To access camera data from a PLC, use Read/Write Message commands with PLCS as the target device.
There are variations in PCCC command implementations across PLC5 product generations. The files must
be accessed using the right combination of File Type, File Name, and File Name index as shown in the two
tables above. Refer to your PLC documentation for command details. IMPORTANT: File names are case
sensitive.

Read and Write PCCC values

Since VPM tool property values cannot be directly linked to a PCCC server property value, you need to use
a Data Set tool to push a value from a tool’s property into the server property. Server property values can be
directly linked to a VPM tool property.

How to write to a server property value
1. Place a Data Set tool in the task.

2. In the Data Set tool, click the create link button on the Destination Port, then select the desired PCCC
property.

3. In the Data Set tool, click the create link button for the Value property, then select the property you
want to link from the source tool.

4. When the Data Set tool runs, it pushes the desired value into the PCCC property value.

How to read from a server property value
1. In the desired tool, select the desired property.
2. Click the create link button.
3. Inthe PCCC Server system object, select the desired property.
4

. When the tool runs, it reads the linked value from the server property.

OPC Data Access

g—r The OPC Data Access system object interfaces with the Impact OPC Server. The Server provides OPC capa-
= ble clients on the network with access to the camera through the OPC Data Access system object. The
Server can read and write data to the OPC Data Access properties which are described here.
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When you add an input to the OPC Data Access system object, you must restart the OPC Server or the cam-
era to make the new input appear in the Server’s input list. Whether you should restart the OPC Server or the
camera depends on which would cause the least disruption to your operation. (Also see “Enable OPC
Server” on page 2-10.)

For more details about the OPC Server, refer to the OPC Server Reference (Document 843-0136).

NOTE: OPC Server and OPC Data Access cannot be used on the Datalogic model A30, T4x-Series, or P-
Series Smart Cameras.
This System Object is not available while the camera is online.

OPC Data Access Properties Tab

Input Name What it is

Online When true, places the camera or Emulator online.

Trigger When true, a camera trigger event is created in the camera
Gain The camera gain value

Shutter Speed (x 10 | The camera shutter speed
microseconds)

Strobe 1 Duration The duration for strobe 1
(ms)
Strobe 2 Duration The duration for strobe 2
(ms)
Strobe 3 Duration The duration for strobe 3
(ms)

Create Custom OPC Inputs

You can create custom OPC inputs then read and write those input values from other VPM tool properties.

How to create a custom input
1. Click the Add Input button above the properties pane.

2. Click in the new input’s name field and rename it. This is the name that the Impact OPC Server will use
to read and write the input value. Refer to the OPC Server Reference for more details.

Read and Write OPC values

Since VPM tool property values cannot be directly linked to an OPC Data Access property value, you need
to use a Data Set tool to push a value from a tool’s property into the Data Access property. Data Access
property values can be directly linked to a VPM tool property.

How to write to an OPC Data Access property value
1. Place a Data Set tool in the task.

2. In the Data Set tool, click the create link button on the Destination Port, then select the desired OPC
Data Access property.

3. In the Data Set tool, click the create link button for the Value property, then select the property you
want to link from the source tool.

Datalogic S.r.l.
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4.

When the Data Set tool runs, it pushes the desired value into the OPC Data Access property value.

How to read from an OPC Data Access property value

1. In the desired tool, select the desired OPC Data Access property.

2. Click the create link button.

3.

4. When the tool runs, it reads the linked value from the OPC Data Access property.

In the OPC Data Access system object, select the desired OPC Data Access property.
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CHAPTER 3

Vision Program Manager

Introduction to VPM

This chapter describes how to set up an inspection task, including an overview of Vision Program Manager
(VPM) tools and how to configure them.

This chapter introduces VPM and describes how to configure the tools in the Toolbox.

If you are using a camera, it should be calibrated before you set up an inspection task so that inspection mea-
surements are accurate. See “Camera Setup Tab” on page 2-22 for camera calibration details. Also be sure
that the camera and lighting are connected and adjusted appropriately. The client computer must be con-
nected to the Impact camera with both powered on. If you are using the file camera or Emulator, be sure the
desired images are active in RAM (see “File Camera Setup Tab” on page 2-40).

When you have completed the inspection task, you can view the results in VPM Display Mode, or create a
custom user interface with CPM.

Start VPM

3-1

NOTE: Access to VPM is limited to users with an Administrator or Programmer access level. See “Impact
Vision Device and Camera Security” on page 2-14 for details.

To start VPM:

Double-click the VPM shortcut on the desktop.

2. When VPM starts, it automatically scans for Impact cameras and Vision Devices on the client’s net-

work and displays the Vision Device Selection list. If the desired camera or Vision Device doesn’t
appear in the list, click Refresh. If it still doesn’t appear, check the camera’s power and Ethernet con-
nections.

¢ Vision Devices found

This list displays the names, IP addresses, and other information about the cameras and Vision
Devices connected to the client network. Click the Refresh button to update the list.

If the list indicates a device "with Recovery SW," it means that Impact software did not install on the
camera correctly (A30, P-Series, and T4x-Series only). You will not be able to connect to the camera,
though you can edit the IP Address.

Connect to Vision Device

Select the desired Vision Device or Emulator, then click Connect. (See “How Impact Software Con-
necting Works” on page 1-7.) If security is enabled, the User Logon dialog is displayed. When a valid
User ID and password have been entered, VPM tries to connect to the Vision Device or Emulator. If it
is unsuccessful, a “connection failed” dialog is displayed. Multiple users can connect to one Vision
Device or Emulator, but only one user at a time can edit programs or change data on it.

¢ User Logon dialog

Datalogic S.r.l.
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Enter a valid User ID and password, then click Log On, to access the selected Vision Device or Emu-
lator. Click Change Password to change a user password from this dialog. (See “To modify a password

during logon” on page 2-15 for more details.)

e Edit IP Address...

To change the IP address of the selected camera or Vision Device click this button. When the Edit IP
Address dialog is displayed, enter the new IP Address, and Mask. See “IP Address, IP Gateway, and

IP Mask” on page 2-3 for more details.

VPM - An Overview

Datalogic S.r.l.

VPM is used to develop vision inspection programs. These programs contain one or more tasks which are
built from a variety of tools. Tasks can be developed to produce a certain result, then grouped together and
called from other tasks to provide flexibility. This diagram shows the elements of a simple VPM vision pro-

gram.

Vision Program

Task A

[ Tools

Task B

[ Tools

3-2
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VPM User Interface

These are the primary areas in the VPM interface. Each of these areas is explained in the following sections.
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lcons

Icons are used throughout Impact software. In some cases the icon is informative, in others it indicates a but-
ton that performs an action when you click it. This list of icons (sorted alphabetically by tool tip) shows the
tool tip and a cross reference to the icon’s meaning. Each tool and system object also has a tool tip. Tools are
explained starting on page 3-44.

0 About VPM - See “About VPM” on page 3-11.
% Add Template - See “Add a Template” on page 3-8.
Camera Preferences - See “Camera Preferences” on page 3-6 and page 3-10.
EE Connect to Vision Device - See “Connect to a Vision Device” on page 3-7.
‘ i Copy - See “Copy” on page 3-9.
Currently online/offline - See “Online/Offline” on page 3-7.

Currently using File Camera/Camera - This button is disabled when you are connected to an Emulator. See
“Camera Setup Tab” on page 2-22 for setting up a camera. See “File Camera Setup Tab” on page 2-40 for
setting up a file camera.

& Cut - See “Cut” on page 3-8.
Delete (Links) - See “To delete a link” on page 3-34.
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Delete Selected Items - See “Delete Selected Items” on page 3-9.

Delete All Character Models - (OCR and Character Contour Match tools) See “Character Contour Match”
on page 3-232 or “OCR” on page 3-253.

Delete Character Model - (OCR and Character Contour Match tools) See “Character Contour Match” on
page 3-232 or “OCR” on page 3-253.

Design Mode - This switches the view to Design Mode. See “Design Mode” on page 3-28.
Display Mode - This switches the view to Display Mode. See “Display Mode” on page 3-27.

Displaying Pixel Units - Displays the cursor position in the image window in pixels. See “Displaying Pixel
Units” on page 3-19.

Displaying Real World Units - Displays the cursor position in the image window in Real World Units. See
“Displaying Real World Units” on page 3-19.

Float Image Display - See “To float the Image Display Area” on page 3-17.
Help - See “Help” on page 3-11.

Histogram - See “Display Area Toolbar” on page 3-17.

Home - Returns focus to the Settings tab in Design Mode. See “Settings Tab” on page 2-1.
Image History - See “Summary Table Buttons on page 3-12.

Inspection - See “Create a Vision Program” on page 3-34.

Line Profile - See “Display Area Toolbar” on page 3-17.

Link - (Links) See To Create a Link in “VPM Linking” on page 3-29.

Live Images - See “Live Images” on page 3-12.

Load - See “Load” on page 3-8.

New - See “New” on page 3-8.

Paste - See “Paste” on page 3-9.

Pause Summary Table - See “Pause Summary Table” on page 3-13.

Print - (Links) See “Link Summary - Tools” on page 3-26.

Print Options - See “Print Options” on page 3-9.

Print Preview - (Links) See “Link Summary - Tools” on page 3-26.

Print to text file - (Links) See “Link Summary - Tools” on page 3-26.
Program Preferences - See “Program Preferences” on page 3-9

Reset Run Counts - See “Reset Run Counts™ on page 3-13.

ROI property colors - For any tool with an ROI, these colors next to the Input or Output property indicate the
color of the ROI on the image display. Click the property to select the ROI.

Run Once on Current Image - See “Run Once on Current Image” on page 3-12.

Save - See “Save” on page 3-8.
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Save a Template - See “Save a Template” on page 3-8.

Save As - See “Save As” on page 3-8.

Save Image - See “Display Area Toolbar” on page 3-17.

Select Program - See “Select Program VPM” on page 3-8.

Show Advanced Browser - (Links) See “Link Summary - Tools” on page 3-26.
Show/Hide Tools - See “Toolbox” on page 3-11.

Show ROIs (Summary tab) - See “Summary Tab” on page 3-6

Show Summary Table buttons - See “Show Tools” on page 3-13.

Start/Stop Auto-trigger - See “Frame Trigger Tab” on page 2-24.

Start/Stop Continuous Trigger - See “Start/Stop Continuous Trigger” on page 3-12.
Task - See “Create a Task” on page 3-37.

Tip - This icon indicates helpful text or a guide for what to do next.

Tool branch - See “Branch” on page 3-298, “Group” on page 3-303, “Multiple Branch” on page 3-305, or
“Pass Fail” on page 3-305.

Tool Input property - See “Properties Tab” on page 3-25.
Tool Method - See “Display panel” on page 3-24.

Tool Output property - See “Properties Tab” on page 3-25.
Trigger Once - See “Trigger Once” on page 3-12.

Unload - See “Unload” on page 3-8.

View Threshold - See “Threshold Viewer” on page 6-25.

Zoom Character Models - (OCR and Character Contour Match tools) See “Change Image Calibration” on
page 3-326 or “OCR” on page 3-253.

Zoom Character Models to 100% - (OCR and Character Contour Match tools) See “Change Image Calibra-
tion” on page 3-326 or “OCR” on page 3-253.

Zoom Image - See “Display Area Toolbar” on page 3-17.
Zoom Image to 100% - See “Display Area Toolbar” on page 3-17.
Zoom Image to Fit All ROIs - See “Display Area Toolbar” on page 3-17.

Zoom Image to Fit View Area - See “Display Area Toolbar” on page 3-17.

Select Camera

3-5

You can connect to multiple Vision Devices or Emulators with VPM. This row of tabs shows those that are
connected. Click one of the tabs to select the desired Vision Device or Emulator. Editing a vision program on
one Vision Device or Emulator while another one is online and triggering may cause unexpected results.
Multiple users can connect to one Vision Device or Emulator, but only one user at a time can edit programs
or change data on it.

Datalogic S.r.l.
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Summary Tab

Tip: If the Summary and Add Device tabs are not visible, check the “Hide Camera Tabs” setting in Program
Preferences (see page 3-9).

The Summary tab provides a summary of the inspection results from all the Vision Devices and Emulators
currently connected to VPM.
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@ Show ROlIs
The Show ROIs button turns the ROI display on and off for all images on the Summary tab.

Program Preferences

Ca)

o See “Program Preferences” on page 3-9.

& Camera Preferences

= This dialog indicates the width and height of the current VPM window display in pixels. If the Auto-fit to

window check box is checked, VPM automatically adjusts the window display size to the current monitor
resolution. If you change the values, VPM adjusts the Summary tab display accordingly.

Total Counts, Pass/Fail bar graph, and Reset

This area displays the pass, fail, percentage, and total counts from the first Pass Fail tool in the Imageln task.
(You must include a Pass Fail tool in the task to display this area.) Click the Reset button to set the counts to
Zero.

Add Vision Device tab

+ Add Vision Device tab
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You can connect to multiple cameras with VPM. If you are already connected to one or more, click the Add
Camera tab to add another connection. When you click the tab, a dialog is displayed where you can select
the desired camera. See “Choose a Vision Device or Emulator” on page 1-3.

Main Toolbar-VPM

—|lo

3-7

Use the main toolbar tools to work with vision programs, tools, tasks, and Vision Devices.

Connect to a Vision Device

Click the Connect button to connect VPM to a Vision Device or Emulator. (See “Choose a Vision Device or
Emulator” on page 1-3 and “How Impact Software Connecting Works” on page 1-7 for more details.) When
you are connected to a Vision Device or Emulator, the button changes to the Disconnect button. If you close
VPM while you are connected to a Vision Device or Emulator, you see the following prompt. If you click
Yes, VPM automatically reconnects to that Vision Device or Emulator the next time VPM starts. If you click
No, the Device Connect dialog is displayed the next time VPM starts.

Vision Program Manager E|

D] ¥ou are currenitly connected to this Device:

'\-_.

Cap Inspection (192. 168, 108.565)

D you wiant to reconnect to this Device next time VPM s gtarted?

Mo | cancel

Editing a vision program from multiple VPM instances

The first VPM instance to connect to a Vision Device or Emulator acquires exclusive editing privileges on it.
Other Impact instances can connect to the Vision Device or Emulator and display data (Read Only mode),
but they cannot modify its vision programs. (See “Special Case Editing” on page 4-3.) When a second VPM
instance connects to that Vision Device or Emulator, the following dialog is displayed (WORKSTATION?2 is
the network name of the computer running the currently connected VPM instance).

i This Dewvioe is Incked for editing by WORKSTATION2
\q) will connext in Read Only mode

When the first VPM instance disconnects from the Vision Device or Emulator, another VPM instance can
connect to it and edit on it. If that second VPM instance had already connected, it must disconnect from the
Vision Device or Emulator, then reconnect.

If Display Mode is selected in the first VPM, Display Mode in the second VPM is enabled and the second
VPM can access and modify some values in Display Mode.

Online/Offline

Click this button to toggle the Vision Device or Emulator online and offline. When the Vision Device or
Emulator is online (the switch is labeled “1” and is colored yellow), it accepts triggers. Any tasks that are
loaded are executed when they are triggered by their selected trigger events. If you try to exit VPM while the
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Vision Device or Emulator is online, and there are unsaved changes in the vision program file, a warning
dialog is displayed.

When the Vision Device or Emulator is offline (the switch is labeled “0” and is colored grey), tasks that are
loaded remain loaded, but the Vision Device or Emulator does not accept hardware triggers and VPM stops
generating software triggers.

Home

Returns focus to the Settings tab in Design Mode. See “Settings Tab” on page 2-1.

New

This creates a new vision program and adds it to the vision program list. A vision program may contain mul-
tiple tasks. See “Create a Vision Program” on page 3-34 for details.

Load

This opens a browser dialog so you can open (load) an existing vision program and make it ready to edit or
run. Vision programs are stored on the camera (A30, P-Series, and T4x-Series), client PC (A30, P-Series,
and T4x-Series and Emulator), or processor (M-Series, MX-E Series, and MX-U Series Vision Device and
Emulator). They may also be loaded from Settings - File Manager - Setup.

Unload

This closes the currently selected vision program and unloads it. On the A30, P-Series, and T4x-Series it
remains stored in the camera’s memory.

Select Program VPM

Click the button to show the list of vision programs that are currently loaded in. Select a program to view,
modify, or run it.

Save

This saves the currently open vision program while it remains loaded. You can see a list of all the vision pro-
grams (loaded and unloaded) from Settings Tab - File Manager - Setup. This button is disabled if the file is
password protected. If you try to exit VPM while the Vision Device or Emulator is online and there are
unsaved changes in the vision program file, a warning dialog is displayed.

Save As

This saves the currently open vision program with a new name. You can save the file with password protec-
tion. See “Vision Program Security” on page 3-35. This button is disabled if the file is password protected.

Add a Template

This loads a previously saved vision program template. This button is disabled if the file is password pro-
tected.

Save a Template

This saves the currently selected tool or tools to a template file that you can then load for use in other tasks.
This button is disabled if the file is password protected.

Cut

3-8
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This cuts the selected tool to the system clipboard. The selected tool is deleted. This button is disabled if the
file is password protected.

Copy

This copies the selected tool to the system clipboard. This button is disabled if the file is password protected.

Paste

This pastes a tool or file from the system clipboard. A tool is pasted to a position below the currently
selected tool in the task tree. A file is pasted into the selected directory. See “Paste Linked Tools” on page 3-
33 for information about pasting linked tools. This button is disabled if the vision program file is password
protected.

Delete Selected Items

This deletes the selected tool, file, or task. To delete a vision program file, see “File Manager Setup Tab” on
page 2-43. This button is disabled if the vision program file is password protected.

Display Mode
This switches the view to Display Mode. See “Display Mode” on page 3-27

Print Options

¢ Print
This prints a formatted, expanded list of all properties and values in the currently selected vision pro-
gram, task, or tool. This button is disabled if the file is password protected.

* Print preview
This displays a preview of a formatted, expanded list of all properties and values in the currently
selected vision program, task, or tool. This button is disabled if the file is password protected.

¢ Print to text file
This prints an expanded list of all properties and values in the currently selected vision program, task,
or tool to a text file. This button is disabled if the file is password protected.

Semings Files

Camer Calibration Festoee |

Visies Device Jatfings Daskup !

OFC Dals ACcess

* Print Settings Files
(displayed only when Settings-General-General Panel is selected) This prints the values in the Set-
tings Files currently selected in the Settings Files dialog (Camera Calibration, Device Settings, and/or
OPC Data Access). This button is disabled if the file is password protected.

* Print Settings Files Preview
(displayed only when Settings-General-General Panel is selected) This displays a preview of the val-
ues in the Settings Files currently selected in the Settings Files dialog (Camera Calibration, Device
Settings, and/or OPC Data Access). This button is disabled if the file is password protected.

Program Preferences

NOTE: There are additional preference settings when you are in Display Mode. See “On-Screen Keyboard”
on page 6-35.

Datalogic S.r.l.
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Automatically link tool image input: When new tools are added to the vision tree, that tool’s input
image is automatically linked to the task’s image. See “Automatic Image Linking” on page 3-29 for
more details.

Automatically link tool origin input: When new tools are added to the vision tree, that tool’s origin
is automatically linked to the output of the closest tool above it in the task tree that has an Origin out-
put. See “Automatic Origin Linking” on page 3-33 for more details.

Auto-update links: All tool links are automatically updated when the tool is run or selected. If this is
not selected, linked data is not updated unless the Update Links button in a tool is clicked.

Use small icons: Small program and tool icons are displayed.

Hide Camera Tabs - The Select Camera, Summary, and Add Camera tabs are hidden. You can
choose this option to save screen space if you are only working with one Vision Device or Emulator.

Save compressed vision program files: This setting is selected by default. If this is selected, VPM
compresses the vision program file into a smaller file when it is saved. Compressed files load and
transfer faster. When a file is saved with password protection, it is automatically compressed. See
“Vision Program Security” on page 3-35.

Show Tool Tips on image: VPM displays tooltips when the mouse is held over the image (e.g. X, y
position; ROI position and angle).

Program Memory (MB): This option sets the amount of memory space to be allocated for the pro-
gram to run. If the program exceeds its default allocated memory space, it is terminated.

To provide more memory space for the program, set the value of this number up to the maximum rec-
ommended value. The maximum recommended value is calculated as 40% of the memory size of your
computer, in megabytes (MB).

For example, if your computer has 1 Gigabyte (1 GB) of memory, the maximum recommended value
is 400 MB (1,000,000,000 x .40 = 400,000,000).

Text Size: If default is selected, VPM uses Window’s default text size for all displayed text. If Custom
is selected, you can enter the font size you want VPM to use. If you are using VPM with a non-Eng-
lish translation file, we recommend that you use the default size (11).

Enable On-screen Keyboard (Note: this setting is only available when you select Display Mode.) If
this is selected, an on-screen keyboard is made available for entering text and numbers. See ““On-
Screen Keyboard” on page 6-35.

Camera Preferences

* Display Refresh Rate: The rate at which the Summary Table and Display Mode values are refreshed

while VPM is in Start/Stop Continuous Trigger mode or online. If the system is online, this setting
affects only the refresh rate, not the trigger rate.

Display Refresh Timeout: Occasionally communication timeouts can cause VPM to stop refreshing
the Summary Table and Display Mode values. The timeout value can be too short for the amount of
information being gathered for display and/or the Impact camera is being triggered at a rate that does
not allow it to return information to VPM. If a timeout occurs after three consecutive attempts, a
warning is displayed indicating that you should increase this setting. You should adjust this timeout
value only after you have received this warning.

The timeout can be adjusted from one to thirty seconds; each mark on the scale represents approxi-
mately three seconds.

* Auto Image History:

NOTE: In high speed applications, some images may not be saved if saving them delays task execution.
Determining factors can include the VPM update rate, the camera’s trigger rate, inspection speed, and
task execution time.
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In PC Memory: Images are stored in PC memory and can be accessed using the Image History button
(see “Image History” on page 3-12).

Type: Select the type of image you want to save. Depending on the inspection speed and task process-
ing time, some images may not be saved if saving them delays task execution.

Maximum Images: Enter the number of images to save (from two to twenty images depending on the
image size and the amount of available PC memory).

IMPORTANT NOTE: You must use Continuous Trigger or the camera must be online and getting triggers
for the Save to File function to save images.

Save to File: Images of the selected Type from the currently selected tool or task are saved when
Start/Stop Continuous Trigger is selected or the Vision Device or Emulator is online and getting trig-
gers.

Enable: If checked, VPM saves the selected type of image to the indicated path. Images are saved as
png file type. NOTE: You must also link the task’s Pass/Fail status on the Task display panel (see
“Options panel” on page 3-23).

Type: Select the type of image you want to save. Depending on the inspection speed and task process-
ing time, some images may not be saved if saving them delays task execution.

Path: You can use the default path, enter a different path, or click Browse to find a folder. The IP
address of the currently selected Vision Device or Emulator is shown in the path field as the text <IP
ADDRESS>.

For example, if you enter the path c:\image directory\<IP ADDRESS>, the images are saved in the
folder c:\image directory\192.168.108.65 A folder is created if it does not exist.

Name/Passed Name/Failed Name: The name, with an appended image number count, is used as the
saved image’s file name. IMPORTANT: File names are case sensitive.

Rollover at: Previously saved images are overwritten after this number of images has been saved.

Help

To access online Help, press the F1 key, or click the Help icon in the tool bar. Click the desired topic in the
Table of Contents in the left pane of the Help window or type a topic in the search field.

About VPM

Click this to display version, build, and translation file information about VPM. Additional information may
be displayed depending on the product.

Design Mode

3-11

Show/
Hide
toolbox

NOTE: The Design Mode button is hidden when the Summary tab is selected.

Toolbox

The toolbox contains all the vision programming tools in VPM. To show or hide the toolbox, click the tool-
box Show/Hide button. To resize the toolbox, point to the right-side border then click and drag the border
when the pointer becomes a double-headed arrow.

Tools are grouped in the Drawers according to common functions. To open or close a Toolbox Drawer
(group), click the toolbox label. Choose the tool you want, then click and drag it to the Task Tree to add it.
Only one Toolbox Drawer can be open at a time. Any Composite Tools you have added are displayed in self-
named Drawers at the bottom of the Toolbox. The Recently Used Drawer contains the ten tools most
recently used.

Details about each tool begin on page 3-44.

Datalogic S.r.l.



Design Mode

Impact Reference Guide

1

Datalogic S.r.l.

Summary Table Buttons

The Summary Table buttons control File Camera or Camera mode, task testing functions, and the Summary
Table display.

The trigger buttons (except for Live Images) acquire an image which queues the task that has the Trigger
Event type set to Image In Event. (See “Trigger Event Types” on page 3-40 for more details.)

File Camera or Camera

Click this button to switch between File Camera and Camera mode. See “File Camera Setup Tab” on page 2-
40 for details about the File Camera. See “Camera Setup Tab” on page 2-22 for details about Camera setup.

Start/Stop Auto-Trigger

Click this button to start and stop automatic triggers. When auto-triggering is on, software automatically
triggers the camera or Emulator without hardware signals. For details about configuring Auto-triggering, see
“Trigger On” on page 2-24.

Start/Stop Continuous Trigger

Click this button once to turn it on, click it again to turn it off. While it is on, images are acquired and the
task with the Trigger Event type set to Image In Event runs continuously, based on the refresh rate set by the
Summary Table Refresh Rate setting in Preferences. This button is disabled when the system is online, when
you are promoting inputs and outputs, or when you are linking properties. When you click this button, the
view automatically switches to Summary Table view and the Results Display replaces the Tool Properties
tabs (see “Results Display” on page 3-14).

Trigger Once

Each time this button is clicked, an image is acquired and the task with the Trigger Event type set to Image
In Event runs once. This button is disabled when the system is online, when you are promoting inputs and
outputs, or when you are linking properties. When you click this button, the view automatically switches to
Summary Table view.

Run Once on Current Image

When this button is clicked, the task that has its Image In Event set as its Trigger Event type runs once on the
image currently in the image buffer. A new image is not acquired. This button is disabled when the system is
online, when you are promoting inputs and outputs, or when you are linking properties.

Live Images

When this button is clicked, images are displayed as rapidly as possible. If a camera is connected to the
Vision Device, images are acquired and displayed. If an Emulator is connected, or File Camera is selected,
all the images in the file camera are displayed, one at a time. No tasks or tools are run in this mode.

Image History

You can save from two to twenty of the most recently acquired images in Image History (depending on the
image size and the amount of available PC memory), then display them like any other acquired image. When

3-12
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you click the Run Once on Current Image button, the task runs on the historical image displayed. The num-
ber of images to save is set in Camera Preferences (see “Camera Preferences” on page 3-10).

Show Previous Image .‘ @ p Show Next Image

T

Choose an Image to Show

Pause Summary Table

Click this button to pause Summary Table value updates, including the image. If the system is online or the
Start/Stop Continuous Trigger button is depressed, tasks continues to run. This button is enabled only when
the Start/Stop Continuous Trigger button is depressed or the system is online. (See “Start/Stop Continuous
Trigger” on page 3-12)

Reset Run Counts

Click this button to set the values in the Summary Table’s Run Counts, Process Time, and Total Time col-
umns to zero.

Show Tools

When the Image Display Window is resized, the row of Summary Table buttons is resized and some of the
buttons can become hidden. Click this down arrow to display the hidden buttons.

Task Tabs

Display Task List

Click a tab to select a task or the Settings tab. If the number of tasks exceeds the list area, click the left arrow
on the Task Chooser to select the first task in the list, or click the down arrow to select any other task.

New Task

When you click this tab, a task is added to the currently selected vision program. (See “Create a Task” on
page 3-37) This tab is disabled if the file is password protected. When you add a task, a new task tab is cre-
ated.

Summary Table

The Summary Table shows the results of all the tools that ran in the task.

Raur Counts | Process Time . Total Time | Abort Cause

- 'ﬂ; Inspecton
3

o j Inspect Board 3,183 1,520 2,063
Locate 2,183 461
=

| Count: Leads 2,189 796

Lead ‘Widdh 1,200 G0E

B

Datalogic S.r.l.



Design Mode

Impact Reference Guide

Datalogic S.r.l.

When the Vision Device or Emulator is online and triggering, or the Start/Stop Continuous Trigger button is
pressed, the tool results are updated continuously in the table values area. When the Vision Device or Emu-
lator stops triggering, or the Pause Summary Table button is pressed, the most recent tool results are shown.
(See “Start/Stop Continuous Trigger” on page 3-12)

The table refresh rate is determined by the Summary Table Refresh Rate (See “Program Preferences” on
page 3-9), the tools in the task, and the task size. Larger tasks, and more complex tools, take longer to run.

To adjust the width of each table column, click and drag the separator bar in the heading.

Summary Table Values

This area of the Summary Table shows the results of the task and each tool when it ran. If the outputs are not
visible, click on the plus sign to the left of the tool or task.

The tool’s run status is indicated by different colors in the tool row.
Yellow: If a tool fails to complete execution, for example, it aborts because an ROI is off the image,
the row is yellow. The reason for the failure is listed in the Abort Cause column.
Red: If a tool fails (its pass/fail output is false), the row is red.
Grey: If a tool runs with normal results, the row is grey.

NOTE: The task times listed here are intended only for relative time comparisons between tools and other
task settings. The times differ for a Vision Device, Emulator, and camera.

* Run Counts
This is the number of times the tool or task has run since the program was loaded or the Reset Task
Run Count button was clicked.

* Process Time
The time since the task or tool started running (in microseconds). This is a “live” value during the run
because it is read during the run and updated to the current time. Once the task or tool finishes run-
ning, this time is locked to the time at which it finished. For the task, this is the time it took to run the
all the tools in the task with some time added for data aggregation and evaluation at the task level.

¢ Total Time
The time since the hardware trigger at the camera started the image acquisition process (in microsec-
onds). This is the “trigger to done” time, which includes exposure, acquire, image transfer to the PC,
etc. This is a “live” value during the task run as it is read during the task run and updated to the current
time. Once the task finishes running, this time is locked to the time at which the task finished. Note
that the Process Time and Total Time are not necessarily equal, since there is some “overhead” time
included in the Total Time.

¢ Abort Cause
If the tool aborts before completing its run, for example, if an ROI is off image, this column displays
the reason.

Results Display

If you click the Start/Stop Continuous Trigger button, the Results Display is shown. This shows a summary
of results from a tool or task you select. You cannot modify any tool settings while the Results Display is
shown. (See “Start/Stop Continuous Trigger” on page 3-12.)
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The Results Display for a Line Gauge tool is shown here.
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Task Tree

The Task Tree shows the tools in the order they run when the task runs. If you link data between tools, be
sure the data you are using originates in a tool that runs before the destination tool runs.

[- S l..} Trspection

Task Icon - j Inspect Board
Expand Branch :I[ o locate  HP Resize Task Tree area
[+ Caurt Leads

Collapse Branch  _g. & ﬁ Lead Width

@ Name
@ Desoription
® Type
5% Used Tool Capacity

Expand or collapse branches: Some tools, like the Branch tool, have branches that can be expanded and col-
lapsed. Click the Expand or Collapse icon to view the branches.

Resize the task tree area: Point the cursor to the right-side border. When the pointer becomes a double-
headed arrow, click and drag the border.

Used Tool Capacity: This meter indicates the remaining amount of tools that can be used in this task. Each
tool uses a different percentage of capacity. The meter will change color as the limit is reached. (P-Series
camera only.)
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Reorder tools in the task tree: To move a tool in the task tree, click and drag the tool up or down to the

desired location.

Input Image Display Area

The image name is displayed here. Live camera

This is the display area toolbar.

.ig.flmages.ﬂine_gauge_datum_line_strip.png

[H|iE])| R |

WTaE, v2- 48

ymages are numbered sequentially.

The cursor’s X-Y position and
pixel greyscale intensity are dis-
played here.

Click the pushpin to float the
image display area.

ROls are created and modified
in the image display area.

9 Input Image | {¥) Cukput Image |

Some tools have both an Input and Output Image tab. The

Task Image Display Area has a Color Image tab.

Datalogic S.r.l.

The currently acquired image is displayed in this area. The name of the image is displayed at the top of the

area. If you are using the File Camera or an Emulator, this is the image file name. If you are using a live

camera, this is the camera type followed by a unique number. To reset the image number, see the Next Image
Number property on the Camera Properties tab (page 2-18).

This image display area is where you configure Regions of Interest (ROI) and other tool parameters. To

enable automatic image linking when new tools are added to the task, see “Program Preferences” on page 3-
9. To auto-save images, see “Program Preferences” on page 3-9.

If you are using an image processing tool with an ROI, the tool does not work correctly if all or part of the
ROI extends past the edge of the image. If this happens, an “ROI Off Image” watermark is displayed over
the image display area for five seconds or until you move the ROI back onto the image.
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Image showing ROI
Off Image watermark
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To acquire an image
1. Select the task icon.
2. Click the Setup tab, then click the Options button.
3. Select the Task Type - Triggered By This Event radio button.
4

. From the drop-down, select Image In Event if it is not already selected. You should only have one
Image In Event task in a program.

5. Click the Trigger Once button in the Summary Table Buttons toolbar. If a camera is connected, the
camera image is displayed. If the camera is in File Camera mode, an image from File Camera folder is
displayed. (For File Camera mode see “File Camera or Camera” on page 3-12.) Color images are dis-
played only on the Color Image tab.

You can "float" the Image Display area to make it larger so you can see it better or move it to a second mon-
itor so you can see it while you create or move ROIs.

To float the Image Display Area
1. Click the pushpin in the upper right corner of the Image Display Area (next to the cursor location
value).
2. Click the title bar to drag the Image Display. Click the corners or edges to resize the display.

3. To return the Image Display Area to its normal position, you can click the pushpin in the corner of the
floating Image Display area, or the permanent display area.

XIT4286 Y1835 011

i,

Pushpin to float or
dock Image Display

+|
s

| E

Display Area Toolbar
LS IMETE:

Save  Zoom Histogram Line Pixel Real World
Image Image Profile Units  Units

Save Image
When you click the Save Image button, two buttons are displayed.

* Save Image Button
This saves the image only

* Save Image with Graphics Button
This saves the image all ROIs that are on the image and Pseuodocoloring (if enabled). Note that
images saved with graphics are saved in 24-bit format color and cannot be used as inspection images.
You are prompted to choose the path and name for the saved file.

3-17 Datalogic S.r.l.



Design Mode Impact Reference Guide

NOTE: In order for the image calibration information to be saved and later used in the File Camera, the
image MUST be saved in png format without graphics.

==

P saveimage
- Save Image with Graphics

Zoom Image

Note: These buttons magnify or shrink the image size in the image window, but the inspected image size is
not affected.

When you click the Zoom Image button, four buttons are displayed.

Zoom Image In/Out

&

Zoom Image to 100%

Zoom Image to Fit All ROls

™

a

(-? Zoom Image to Fit View Area
&

o

¢ Zoom Image In/Out
When you click this button, it stays depressed until you click it again. To zoom in (up to 1600:1), left
click on the part of the image you want to magnify or roll the mouse wheel button toward you. To
zoom out (down to 12.5:1), right click on the part of the image that you want to see in the center of the
image display or roll the mouse wheel button away from you.

¢ Zoom Image to 100%
The image is displayed at 100% its size (1:1).
¢ Zoom Image to Fit View Area

The image size is automatically scaled so you can see the entire image in the image display.

* Zoom Image to Fit All ROIs
The image size is automatically scaled so that all ROIs on the image can be seen and you can move
them back onto the image if necessary. If an ROI goes off the screen during editing and running a tool,
an “ROI Off Image” watermark is displayed over the image and the display switches to this mode.

Histogram and Line Profile

NOTE: The Histogram and Line Profile views are not available for color images. To display the Threshold
Viewer, you can also right click on the ROI or the image.

The floating Threshold Viewer displays a histogram or line profile, depending on the area of the image or
ROI selected. The viewer graphically represents each pixel’s grey level to show how a VPM tool “sees” the
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image (example below). For a detailed explanation of the Threshold Viewer, see “Threshold Viewer” on
page 6-25.

" Histogram - Image In Task

4l gl

] 20 L A L 1] 0 Bl oul 200

Greyecae (b Mnmm = 14 Machus = .12 Syeudecolor O
Theeshokd (W) My = 4540 Maxium = &7.58 | Color Seletion |

I Rahge Pasli; 117616 Tkl Piaghi; 00000 Iy afge Percanl ("R ); TOLEM Cagry Ta Oipbioard ||

Displaying Pixel Units

(Calibration Panel Only) When you click the Pixel button, the cursor position in the image is displayed in
pixels, based on the camera resolution.

Displaying Real World Units

(Calibration Panel Only) When you click the Real World Units button, the cursor position in the image is
displayed in Real World Units (e.g. millimeters, inches, etc...) based on the camera calibration.

Region Of Interest

A region of interest (ROI) is a marked area on the video image. During an inspection, the vision system only
examines pixels within an ROI. Each image inspection tool has its own set of ROIs.

Several different ROI types are available: line, wide line, rectangle, circle, and polygon. The rectangle, cir-
cle, and polygon are used with tools that have a Shape List data type. A Grid ROI places multiple ROIs
based on a user-selected pattern.

NOTE: If an ROl is linked from another tool, you cannot move or reshape the ROI in the tool to which it is
linked.

You can select ROIs using keyboard keys while you are using the ROI Editor. The Tab key selects the next
ROI, Shift-Tab selects the previous ROI, Ctrl-Tab extends the selection to the next ROI, Shift-Ctrl-Tab
extends the selection to the previous ROI. Ctrl-A selects all ROIs.

Both the Tab select and the Select All methods operate on all ROIs that are visible and selectable in the ROI
Editor, unless a ListROI is selected and “locked.” In that case, the methods operate only on the ROIs in that
particular ListROI.

Typically, ListROIs are "locked" by a tool setup so, though many types of ROIs can be displayed to show the
results of setting up the tool, editing ROIs is restricted to those ROIs that represent a single tool property.

Shape List ROl Toolbar
RNE|g|n|e|x|®- | w|r

[
Create Grid Cut Copy Paste Delete Save Zoom Histogram Line
ROl ROI Image Profile
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When you select the Shape List input in the list of tool inputs, this toolbar is displayed. These tools are used
to create ROIs, cut, copy, paste, and delete selected ROIs, save images, zoom in and out on the image, and
view a histogram or line profile. For more details, also see “Display Area Toolbar” on page 3-17.

1.

2
3.
4

To place a Rectangle, Circle, or Polygon Shape List ROI
. . . X . Create ROI
In the tool input properties, select Shape List. crt
. Rectangle
. On the toolbar, click the Create ROI button. i
From the drop down, select the ROI type you want to place. J Circle
. Click on the image where you want to place the ROI. To resize, move, ray Polygon
or rotate the ROI, move the cursor around the ROI border (the cursor . Line
changes to one of these types), then click and drag the cursor to the

desired place or size.

Move - “%g:} 0@9
Resize - E:I—‘ Z&} @
Rotate - @

+
Polygon Add Edit Point - "’%"’

To delete an Edit Point, click and drag the point you want to delete over an adjacent edit point and
release the mouse button. The edit point must touch the point you want to delete.

NOTE: If an ROI moves outside the image window, an “ROI Off Image” watermark is displayed over the
image and the display switches to Zoom to Fit All ROIs mode. You can also click the button on the Display
Area toolbar (see “Display Area Toolbar” on page 3-17).

To create a Grid Shape List ROI

1.

5.

Select Create ROI.

2. On the toolbar, select the ROI type you want to place.
3.
4

. From the drop down, select the type of grid you want to create:

On the toolbar, click the Create Grid of ROIs button.

¢ Step and Repeat: Creates a grid of ROIs based on a single start point, a number of rows and columns,

x and y pitch, and a step angle. Position the Start Location ROI, then enter the number of desired rows
and columns, the x and y pitch, and the step angle. Rows and columns of ROIs are created x and y dis-
tance apart at the step angle beginning at the starting location.

Grid: Creates a grid of ROIs based on a starting ROI, an ending column position, an ending row posi-
tion, and row and column values. Position the Start Location ROI at the desired row 1 column 1 of the
grid. Position the End Column ROI at the final column position of the grid. Position the End Row ROI
at the final row position of the grid. Enter the number of desired rows and columns. A grid of ROIs is
created based on the number of rows and columns defined.

Area: Creates a grid of ROIs based on a Size ROI, an Area ROI, and an x and y offset. Position the
Size ROI on the desired part of the image, place the Area ROI around the desired grid area, then enter
the desired x and y offset values. The defined area is filled with ROIs, based on the Size ROI and the
offset values.

Individual ROIs can be selected and adjusted as desired.

6. When all the ROIs are in the desired place, click Create to create the grid of ROIs, Reset to reset all

Datalogic S.r.l.

values and start over, or Done to exit the grid dialog.
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Line and Wide Line ROls

To create a Line or Wide Line ROI
1. Select the desired tool, then click the desired Line ROI Property (depending on the tool).
2. On the toolbar, click the Create ROI button.
3. From the drop down, select the Line ROL.
4. Click on the image where you want to place the ROI.
5

. To resize, move, or rotate the ROI, move the cursor along the ROI (the cursor changes to one of these
types), then click and drag the cursor to the desired place or size.

* Move c%

¢ Resize / Rotate .—I—.

¢ Widen w

NOTE: If an ROI moves outside the image window, click the Zoom to Fit All ROIs button on the Display
Area toolbar (page 3-17).

Circular Arc ROls

Circular Arc ROIs are used in the Circular Pattern Find, Circle Gauge, and Unwrap tools.

To adjust a Circular Arc ROI

1. To adjust a Circular arc ROI, move the cursor around the ROI I ;
border to the point where the cursor changes to the desired S:;f:::e
type, then click and drag the cursor to the desired place and/ Radius # Increase/
or size. Decrease
Move & Angle
AT
* Move jS% —
¢ Increase / Decrease Angle H"-E \ Rotate
’ Widen/
¢ Increase / Decrease Radius ,,,T Narrow
Arc
» Rotate <.'='.;:Zf

e

¢ Widen / Narrow Arc S

Cut, Copy, Paste, Delete ROls

To cut, copy, paste, or delete ROIs

1. Select the desired ROI, then click the appropriate button. Some tools do not allow more than one ROI
to be created or allow the only remaining ROI to be deleted.

Tool and Task Test Buttons
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You can use the buttons in this area to run a tool or task, update tool links, and train a tool, depending on the
tool type. These buttons are displayed on the Properties tab only.

Run button: When you click this button, the task or tool runs just as it does when the vision program is run,
but it runs only one time. (An image must be displayed in the image window.) If Auto-update links is
selected in Program Preferences, all values linked to the tool (including the image) are updated before the
tool runs. If auto-update links is not selected, you should click the Update Links button before you run the
tool. You can also click the Run Once on Current Image button on the Summary Table buttons.

Snap button: This button is displayed only when "Image In Event" is selected as the task Trigger Event
type. When you click this button, the camera is triggered and an image is acquired, or a file camera image is
loaded. You can also click the Trigger Once button on the Summary Table buttons.

Update Links button: When you click this button, all values linked to the tool are updated, but the tool does
not run. (This button is not displayed if the Auto-Update Links check box in Program Preferences is
checked.)

Add Input button: This button is only displayed for the task and the Data Transfer tool. Click it to add
inputs to the task or the Data Transfer tool (see “Data Transfer” on page 3-328).

When you add an input to the task, that tool property is “promoted” to the task level and becomes a property
of the task also. This allows you to “aggregate” only certain properties from multiple tools into the task
level.

NOTE: If a tool property with an “Origin” data type and the name “Tool Origin” is promoted to the task
level, all other promoted ROIs (including other Origins) are placed on the image relative to that first pro-
moted Origin when viewed from the task level. This may or may not be the Origin that is used by the tool
and that is displayed on the image when the tool is selected. This situation does not affect the tool’s ROI
when the tool runs.

If you change the name of the first promoted Origin from “Tool Origin” to something else, all the ROIs are
placed on the image relative to an origin of (0,0)0 when viewed from the task level.

Add Output button: This button is only displayed for the task. Click it to add outputs to the task. When you
add an output to the task, that tool property is "promoted" to the task level and becomes a property of the
task, also. This allows you to "aggregate" only certain properties from multiple tools into the task level.

Train button: This button is only displayed for tools that can be trained. Training a tool sets up the neces-
sary variables with a known good image so the tool runs properly.

Synchronize with task button: This button is only displayed for the Call Task tool. If you change the called
task, click this button to synchronize the Call Task tool inputs and outputs with the changes in the called
task.

Enter Password: This button is only displayed when you load a vision program that is password protected.
Click this button to enter the password and open the program for editing, printing, or viewing.

Setup Tab

A task or tool’s Setup guides you through the steps necessary to configure the most common properties
needed to use the task or tool effectively. You may have to use the Properties tab to configure other proper-
ties in the tool or adjust those defined by the Setup to get the tool to work with your specific application.

Each Setup tab has multiple choices (panels) where different parts of the task or tool are configured. If the
Setup tab is disabled, another VPM program may be editing the vision program.

As you select different tools, the tab you most recently selected (Setup, Properties, etc) is automatically
selected if the tool has a Setup.
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NOTE: Some tools have only a General and Display panel. For
tab to configure the tool.

those tools, you need to click the Properties

This example shows the Pass/Fail panel in the Setup for the Blob tool.

ol AR e . Ao < These buttons select the vari-

gusiing_gaugs_daum_ine_sinp p KT20,173, T 110911 - 152

CE]= |2 -

This cursor shape means the
ROl is linked from another tool.

ous setup screens.

The cursor’s X-Y position and
pixel greyscale intensity is dis-
played here.

ROls are created and modified
in the image display area.
Some tools have no image.

Tool parameters and results are
configured and displayed in this
area.

Any parameters displayed in

Passifal: Fazsed
Filters s
r e N ok [T Enabls Outpas Bob st —

e | o ] = | [ Enabia Cugpar frea Uizt
rowah [ i [ Enathe Cutput Canrold List
™ Heghn I_I_ €| [ Enabie Dipt Orign

blue in this area are linked from
another tool, like this Output
List. Go to the Properties tab to
T change a linked value.

If a setup parameter is disabled
(grey), it is dependent on one of
the other parameters. In this

~Fitarad Number of Elobs case, these values are enabled
Pinimum Maimm Fotual only when their Feature check
I | winy ' box is checked.
General panel

For tasks and for tool’s without a Setup, you can modify the name here. For tool’s with a Setup, see each

tool’s description (starting on page 3-44) for more details.

Options panel
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on the Pass Fail tool.

Only tasks have this panel. Here you can define how the task operates.

Task Typs

™ Caled By Angthes Taak or Contwl Fanel

¥ Trggerss By This Evest  |Image In Event ¥ ]

Inspechon PassFall Stakis

Limiir | x l Bouroe: |rspection Inspect Board Lead Widt Al in Toleranca

SRS At |
¥ S Horer 05 Diapley Tab iriage] (< Faied (™ Passed and Faied
Timings

Actusl Avengs Maximuyrs
Microceconds Since Ron 2274 2175 41552
Micrasecands Sinoe Trgger 2316 2283 42
Run Count BT
Task Type

Called By Another Task or Control Panel: If this task is called by another task or triggered from a
Control Panel, choose this option.

Triggered By This Event: If this task is triggered by an event or hardware trigger in the Vision Device
or Emulator, choose this option, then select the Trigger Event type from the drop down list. See “VPM
Task Configuration” on page 3-37 for details about Trigger Event types.

Inspection Pass/Fail Status
Link: Click this button to link a Pass/Fail status from a tool in the task. This status determines the
Image Border color and whether the border is displayed. To automatically save passed or failed
images, you must link a status here (see “Program Preferences” on page 3-9).

Show Border On Display Mode Image - When the linked Pass/Fail status is equal to the following
chosen status, the image border is displayed in red or green.

Failed / Passed and Failed - Choose the status that determines whether the Image Border is dis-
played.

Timings - See the Output table at “VPM Task Configuration” on page 3-37.

Display panel

The Display panel for tools and tasks lets you select the properties that are displayed in Display Mode. This
example shows the Display panel for the Pass Fail tool.

Show I Display Mode

Cohmar Al | =T Restoon Defaulis Apphy to Entre Fide

Property Name Late! Read Only Value

B Consecutive fadwes, . b Labe 2 -
7| (B Fass Entes Late Faise

(B Fass Count Entes Late il =

&) Fai Count Entes Las

® Fun Couni SNt Laks!

I Py i e s eyt

This section is displayed only oy S

o | Chart Resefs Chart Latst | Enier Labsl

* Clear All - Clears all the property selections.

¢ Select All - Selects all the properties.
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* Restore Defaults - Each tool and task has some properties that are selected by default. This restores
all of the default selections.

* Apply to Entire File - If this check box is checked, the Clear, Select, or Restore Defaults operation
are applied to the property selections in all the tools and tasks in the currently selected vision program
file.

¢ Property Name - If the check box to the left of the name is checked, the property value are displayed
in Display Mode. The letter signifies the property type: I = Input, O = Output, M = Method.

¢ Label - This label is shown in Display Mode. Click in the label field to modify it.
* Read Only - If this is checked, the property cannot be modified in Display Mode.
* Value - The property’s current value.

¢ Display Chart - This selection appears only on the Pass Fail tool. If Chart Results is checked, a chart
showing cumulative pass and fail results is displayed in Display Mode. Click in the Chart Label field
to modify it.

Properties Tab

Setup  Properties | Link Summary | Info |

In this area you view and define a tool or task’s properties, including its input values. Input properties are
configured in different ways, including defining them on the Setup tab, entering them directly into the value
field, linking them into the value field, or selecting the values from a list. Details about each tool’s properties
begins on page 3-44. Task properties begin on page 3-37.

For properties that display or contain real numbers, any number less than 0.001 is displayed in scientific
notation. For example, the number 0.00123 is displayed as a fixed point number (0.00123), but the number
0.000123 is displayed in scientific notation (1.23e-4). At least four significant digits are always displayed.

Outputs are also listed on the Properties tab. Data can be linked between outputs and inputs, depending on
the data type. Links can be viewed on the Link Summary tab (see “Link Summary - Tools” on page 3-26).

If an input or output has a small plus sign to the left of the name, you can view the sub-properties and all the
available data types of those properties. For example, if you click the plus sign of the Success property in the
Origin tool (a Boolean data type), other data types for that property are displayed.

ﬂ'ﬂ Perpendicular Point Murmber Integer 4|1 <« Value Field Entry

©|® Eioh Threshold Method rteger 21| Adaptive Threshold | = |4 List Selection
ﬂﬁ Fixed Blob Threshold Percertage Feal 41| 50

©|@ scaptive Blob Threshold Offset Real 2|0
ﬂﬁ Moize Level Integer 7] |Medium Moize ;I
ﬂ'ﬂ IUse Reference Origin Enalean 4| falze ;I

Origin

Al

ﬂﬁl Reference Origin

(o, oy, 0%

Eoolean falze
®  azint Irteger 0 & Output sub-property
@ asReal Feal 1]

If you select a property or sub-property, then right-click, you can copy the program, task, tool, and property
name to the system clipboard. This string can then be used in system commands. For example, see “HTTP
Commands” on page 6-1.)
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Link Summary - Tools

The Link Summary tab window displays information about links to and from the currently selected tool,
task, or program. Click the Advanced Browser button to display the data type and value.

To open the Link Browser window, click the Link tab.

Print
to_ Text __| Browesing Links in Programm: Inspect Cap ~——— 100l Task, or
File Program
Print _.>§ & [’"‘I |ﬂ|<—Advanced/Basic Browser ' Name
Print | |
Preview m Inzpect Cap.Check Size.Locate
It Irnace 4==m @ Ihspect Cap.Check Size:lmage
Inspect Cap.Check Size.Measure
Input Image 4= @ Ihzpect Cap Check Sizellmage
Toal Origin J==m m hepect Cap Check Size Locate

To expand the browser window to include additional fields, click the Advanced Browser button. The link
direction arrow points from the source to the destination.

The following fields are displayed in the browser window, from left to right.
¢ Icon and name of the currently selected program, task, or tool
* Source/Destination value name
* Source/Destination value (advanced browser)
e Link direction arrow
* Icon and name of the Source/Destination tool
* Source/Destination value (advanced browser)
* Source/Destination data type (advanced browser)
The color of the Source/Destination value name indicates the link’s status:
¢ Regular links - blue
¢ Data Set links - purple
¢ Unresolved links (due to a program not being loaded) - red
* Broken links - blank

To preview a printed list of all the link information, click the print preview icon. To print the list, click one of
the print icons.

To expand any column to the match the length of the data in the column, click the column header. You can
also click on the column divider on the column header and drag the column to the desired width.

Info Tab

The Info tab is only available on tools with a Setup. It provides additional information and help on how to
configure the tool.
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Display Mode

NOTE: The Display Mode button is hidden when the Summary tab is selected.

Display Areas

NOTES: When you switch to Display Mode from another tab, the task does not run automatically. You can
click the Run Once on Current Image button to insure that the tab displays the most current values.

If a tool has a Train function (e.g. the Origin tool), and you move an ROI, you must use the Train method to
update the display. (Click the Setup tab, click the Display button, then select the Train method on the Show
in Display Mode panel. See “Display panel” on page 3-24.)

Display Mode provides a runtime display for a program’s tool properties. You can select which properties
are shown in Display Mode (see “Display panel” on page 3-24). The following examples show the various
parts of Display Mode for a task containing the following tools: Origin, Image Sampling, Line Gauge, and
Pass Fail. To save images displayed in Display Mode, see “Program Preferences” on page 3-9.

Toal | Label | Yalue | Cantral The_TOOI Property
— display area
E Crigin Passed ke
Origin Cukpuk (248, 890, 07 I Display
Origin Run Origin Run I

Sample Resolution 2

m Measurement Passed  False _

Measurernent Diskance 61,0052

Measurement Line 1 Line Segment I Display:
@ Passed 15

Failed 46
Takal Al

* Tool - Click on the tool icon to switch to the Display panel in the indicated tool’s Setup tab.

e Label - This label is defined on the tool Setup tab - Display panel. The default is Tool Name:Property
Name.

* Value - This is the property’s current value. If this is an input value, it can be modified here if it has
not been marked Read Only (see “Display panel” on page 3-24). If it is an input ROI, you can click on
the ROI on the image display to move or resize it.

e Control - This column varies depending on the type of property being displayed.
Boolean Output - Green for Pass, Red for Fail
ROI - Click Display button to toggle the ROI display on the Image
Method - Click the button to the initiate the action listed. For example, Train trains the tool.

3-27 Datalogic S.r.l.



Display Mode

Impact Reference Guide

felfimegesicrculsr_pamtem_bad! prg

LEYE.T05. ¥ 1718 The Image
display area
(the image float
option is not

available here)

Current Image

Tabs for tools
with image and

Image lSarrplad Image | < library outputs
citoular_pattem_bad1.png gircular_pattem _bad1.png viroular_pattemn_badi png oimwlar_pattern_badi.png
Four most

Datalogic S.r.l.

recent images

The Chart display area (to enable, see
“Display panel” on page 3-24)

Reszal |
| Counts \

ITS%

Total 8 100 Click R
Pass 3 375 icl es’et to reset
. the tool’s counts
Fail 5 62.5

Pass Fail Chart |

Output Tabs

Some tools, the Binary Image Filter for example, have an Output Image. The OCR and Character Contour
Match tools have a character library output. The libraries can be modified here if they have not been marked
Read Only (see “Display panel” on page 3-24). These outputs are displayed in the Output tab area.

Design Mode

Click this button to switch the view from Display Mode to Design Mode. See “Display Mode” on page 3-27.

Filtered Vision Programs

The file names listed here are filtered by the Program name entered in the Display Mode Program Filter
field. See “File Manager Setup Tab” on page 2-43. You can use this feature so the operator can change
between multiple pre-programmed inspections if you define multiple Programs. For example, in applica-
tions that use recipe files, you can define a Vision Program file for each “recipe” and give them the same
Program name. Then, enter that Program name in the Display Mode Program Filter. When you want to
change the recipe, choose the desired Vision Program file from the Filtered Vision Programs list.

& line_gauge.vp W
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Files that have the same Program name are “exclusively” loaded. This means that only one Vision Program
file with a specified Program name can be loaded on the Vision Device or Emulator at a time.

The currently loaded Vision Program file name is shown in the title bar at the top of VPM. IMPORTANT:
File names are case sensitive.

When you select a new Vision Program file from the list, the current Program (and the Vision Program file)
is unloaded and the selected one is loaded.

Program files with names other than the Filter names can be loaded and unloaded through the Settings Tab -
File Manager - Setup.

If no loaded Program names match those in the Filter, then the drop-down current selection is blank.

See “To create a vision program” on page 3-34 for more details.

VPM Linking

Vision Program
Task A Task B
- — 41— — _>
Tool C I _>T001A
: ~
| N '
\J S
E § !
Tool D | | | — {ToolB
Links - — — — -

In VPM, links are the data connections between tools and tasks. They are made in the destination tool’s
Input and Output tabs. They can only be made between compatible data types. For example, you cannot link
an integer data type output directly into a real data type input. Inputs can be linked to inputs or outputs, but
outputs can only be linked to inputs (they are source only).

Links Between VPM Tools

3-29

Automatic Image Linking

When a tool with an image input is added to a task, the image input for that tool is linked to the same image
that was last used as an image source for other tools in that task. If that input is empty, automatic linking
searches for a suitable link in the following order:

1. The task Image property.

1. Task inputs and inputs promoted to the task level of color image or image data types.
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2. The tools in the task are searched in execution order until one is found that has an Image data type out-
put. In the case of Data Instance tools, the inputs are searched.

3. If no suitable default is found, a link is not automatically made. You can still make a manual link (see
“Manual Image Linking” below).

NOTE: Any time an input image link is modified on a tool in a task, that new link source becomes the
default for tools added to that task. For example, if you delete the image link in any tool in a task, the next
time you add a tool to that task, the task’s image are NOT automatically linked.

The automatic linking applies whether the tool was added from the toolbox or the clipboard.

The link source information is validated each time before using. If the a link source no longer exists, it is set
to uninitialized and reverts to the value specified in the list above. If the link source does exist, but it occurs
later in execution order in the task, it is not used. However, it remains as the default link source, and is used
if and when you drop a tool in after that point in the task execution. If the link source refers to a tool in a dif-
ferent task or program, execution order is not checked.

Manual Image Linking

The procedure to manually link an image to a tool input image property depends on the property type of the
destination Image and the source Image.

Linking to a greyscale tool from a greyscale tool or Image In image

1. In the destination tool, click the Image Link button in the Setup tab, or click the small “create link”
icon on the left end of the Value field in the Properties tab.

2. Click the desired source tool or the Image In task icon in the Task Tree. Available Image properties are
listed automatically. To complete the link, click the desired Image name.

ﬂ— J Image In Task

\ [(0I0
L RHEE
ﬂ—m _ Linking the Image from the

® Output Image «4—— Image Sampling tool Output
ﬂ—m UT Tmgage :lclllll.llllb Image property

ﬂ— ¢- Contrast

o | | iesiniest
Linking the image from the

e_i (T} Imagel/\@:lling<_ Image In task image prop-

erty

Linking to a greyscale tool from a color Image In image

1. In the destination tool, click the Image Link button in the Setup tab, or click the small “create link”
icon on the left end of the Value field in the Properties tab.

2. Click the small plus sign to the left of the Image In icon in the Task tree. This will expand the task’s
sub-properties.

3. Click the plus sign to the left of the Color Image property to expand the sub-properties.
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4. Select the desired Color

Image sub-property.

Click the plus sign

=1

—p > Image In Task

o E:me Sampling

Linking the image from

task Color Image property
Select one of the Color Image sub-

properties

o m Silx G Emyien

Click the plus sign of

the Image In

A 4

& Ij Image In Task

0@ Gray Image
(D Red Image
0 Red Image (Degremated)
8-{3) Green Image
@@ Blue Imags
0@ Biue Imape (Deprecated)
(D Yelow Image
0@ Cyan Image
8- Magenta Image
O-Point Cl

@ Depth Image = hull
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Linking to a greyscale tool from a color tool

1. In the destination tool, click the Image Link button in the Setup tab, or click the small “create link”
icon on the left end of the Value field in the Properties tab.

2. Click the small plus sign to the left of the desired source tool in the Task tree. This will expand the
tool’s sub-properties. The source tool may be disabled even though it has an Output Image property

available for linking.

3. Click the plus sign to the left of the Output Image property to expand the sub-properties.
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4. Select the desired Output Image sub-property.
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Linking to a color tool from a color tool or Image In image

NOTE: You cannot link to a color tool from a greyscale tool.

1. In the destination tool, click the Image Link button in the Setup tab, or click the small “create link”

icon on the left end of the Value field in the Properties tab.

2. Click the desired source tool or the Image In task icon in the Task Tree. Available Image properties are

listed automatically. To complete the link, click the desired Image name.

ﬂ— J Image In Task

n—ﬁ Blob

UT Tmgage Ddlllplllb

o
ﬂ— Contrast

Linking the Image from the

® Output Image «4—— Image Sampling tool Output
H i Image property

o | e

Linking the image from the

0— @ Image Jling<_ Image In task image prop-
m erty
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Automatic Origin Linking

When a tool with an origin input is added to a task, the origin input for that tool is linked to the same origin
that was last used as an origin source for other tools in that task. If that input is empty, automatic linking
searches for a suitable default in the following order:

1. Inputs or outputs promoted to the task level of origin data types.

2. The tools in the task are searched in execution order until one is found that has an output origin that is
not "Relative To Tool." In the case of Data Instance tools, the inputs are searched.

NOTE: Any time the link source is changed, it becomes the new default link source. For example, if you
delete the origin link in any tool in a task, the next time you add a tool anywhere in that task, the origin is
NOT automatically linked.

The automatic linking applies whether the tool added from the toolbox or the clipboard.

The link source information is validated each time before being used If a link source no longer exists, it is
set to uninitialized, and reverts to the value specified in the list above. If the link source does exist but it
occurs later in execution order in the task, it is not used. However, it remains as the default link source, and
is used if and when you drop a tool in after that point in the task execution. If the link source refers to a tool
in a different task or program, execution order is not checked.

Paste Linked Tools

When you cut or copy a tool that is linked to another tool, links may be broken when it is pasted, depending
on where the tool is pasted. The following situations may occur.

1. Tool A and Tool B are linked to each other in the same program and task. When Tool A is copied or
cut, then pasted into the same task, the link remains.

2. Tool A and Tool B are linked to each other in the same program and task. When Tool A is copied or
cut, then pasted into a different task or program, the link between them is removed.

3. Tool A and Tool B are linked to each other in the same program and task. When Tool A and Tool B are
copied or cut, then pasted together into another task or program, the link between them remains.

4. Tool A is linked to Tool B which is in a different task. When Tool A is cut or copied, then pasted into
the same or different task as Tool B, the link remains.

NOTE: If the Program Preferences setting “Automatically link tool image input” is checked, a new link to
the task image is made when a tool with an input image property is pasted, just as if the tool was added from
the toolbox.

Task One

Task One

Task One Task One ) Task Two
1. Link 3. Link
Remains Remains
— —
Task Two Task One Task Two R4- Li’?k Task Two Task Three
2. Link emains
Removed —P | Tool C | Tool A
—>
Tool B
Tool A 00|
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To create a link

@ 1. Click the destination tool in the tool tree. Click the Link button, or click the small “create link” icon on
Cromt the left end of the Value field.
llfii?( ¢ 2. Click the desired source tool in the Task Tree. (Only tools that have a property with a matching data

type are enabled for linking.) Output values that correspond to the data type of the destination field are
listed automatically. To access additional properties, click the plus sign to the left of tool. To complete
the link, click the desired value name. Linked values are displayed in blue in the tool’s value field.

@ Qutput Origin Relative To Tool Output values with the
@ Output Origin Relative ToRWC ¢ corresponding data type

@ | @ Relative ROl Ongin

3. To cancel the linking operation, press the ESC key or click the “create link” icon again without select-
ing a value name.

4. Repeat steps 1 and 2 for additional links.

To delete a link
|E| 1. Click the desired tool in the tool tree.
Delete 2. Click the Delete Link button next to the link, or click the Properties tab then click the small “delete
link link” icon next to the link you want to delete (on the left end of the Value field). Linked values are dis-

played in blue in the tool’s value field.

Create a Vision Program

Vision Programs are saved in a Vision Program file (with a “.vp” file extension) which is stored in flash
memory (A30, P-Series, and T4x-Series.) or on the hard drive (M-Series, MX-E Series, and MX-U Series).
Each Vision Program file must have a unique name.

R

Each Vision Program file contains a Program which is a collection of one or more tasks. You can open (or
load) multiple Vision Program files in VPM, but each Program name that is loaded must be unique. When
you open a Vision Program file, its Program (which includes the tasks) is loaded into the camera, Vision
Device, or Emulator.

To create a vision program
1. Start VPM.
2. Click the New button in the toolbar. The following dialog is displayed.

Fils Mame: [Untited J.up

Enter a name for the Vision Program file in the File Name field. This must be a unique name and
names are case sensitive. The Program name “Inspection” is assigned by default. To assign a different
Program name, click the Advanced button. The program name can be filtered by the Program name
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entered in Display Mode Program Filter field in the File Manager. See “File Manager Setup Tab” on
page 2-43. IMPORTANT: Program names are case sensitive.

3. Click OK to create the Vision Program file.
4. Add and create tasks as desired. (See “Create a Task” on page 3-37.)
5. Click the Save button in the toolbar.

Advanced Vision Programs
You can create Vision Program files that contain supporting Programs. These files are sometimes called rec-

ipe files.

To create a supporting file
1. Start VPM.

2. Click the New button in the main toolbar. Enter an Inspection File Name. IMPORTANT: File names
are case sensitive.

3. Click the Advanced button in the New File dialog. The following dialog is displayed.
New x]
File Mame: [Untitled 3.vg]

Advanced ...

" Inspecton File &+ Supparting Fie

Program Name: ![n-:.'.x-: tiaf

oK | Cancel

4. Click the Supporting File radio button.

5. Enter a name in the Program Name field. The program name can be filtered by the Program name
entered in Display Mode Program Filter field in the File Manager. See “File Manager Setup Tab” on
page 2-43.

6. Click OK.

7. Add and create tasks as desired. (See “Create a Task” on page 3-37.)

8. Click the Save button in the toolbar.

Vision Program Security

You can password protect a vision program when you save it. A password protected file is automatically
saved in compressed binary format and the program cannot be edited, printed, viewed, or saved.

NOTE: Vision Program security protects the vision program from unauthorized access. Camera security pro-
tects the Vision Device or Emulator from unauthorized access. (See page 2-14.)

To password protect a vision program
1. Click the Save As icon in the main toolbar.
2. Inthe Save As dialog, click the Advanced button.
3. Check the Save With Password Protection check box.
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4. Enter and confirm the desired password.

5. Click OK.

To edit, view, or print a password protected vision program

1. Load the password protected program

2. Click Enter Password below the image window.
3. Enter the password and click OK.
4. If you edit the program, then save it, the program is still password protected when you close it.

To remove password protection from a vision program

1. Load the password protected program

AN

Click Enter Password below the image window.

Click the Save As icon in the main toolbar.

In the Save As dialog, click the Advanced button.

Clear the Save With Password Protection check box.

In the File Name field, enter the existing vision program name, or a new one. IMPORTANT: File

names are case sensitive.

7. Click OK.

Vision Program Properties

a

LE
LE
L

To access the vision program properties, click on the Vision Program icon, then select the properties tab. To
modify a property, click in the value field.

General Properties
Name

What it is

Program Name

The name of the Vision Program. This is not the vision program file
name (see “To create a vision program” on page 3-34). Names are case
sensitive.

File Name

The name of the Vision Program file. Names are case sensitive and
should end with the vp file extension.

Abort On Error

If True, the program stops running when the Task Timeout value is
reached or one of the tools in the task aborts due to an error. If an Abort
Task is defined in the task properties, that Abort task is queued to run.
If False, then the task keeps running and any remaining tools abort and
fail.

(See “Enable Timeout” on page 2-7 and “VPM Task Configuration” on
page 3-37.)

NOTE: This property applies only to tasks in a program that have the
Trigger Event type set to Image In Event and is effective only while the
Vision Device or Emulator is online and triggering.

Output Name

What it is

File Name

The name of the Vision Program file. Names are case sensitive and
should end with the vp file extension.

Datalogic S.r.l.
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Create a Task

Add a
task

Task

Icon

A task is a collection of one or more vision system tools connected in the tool tree. When you run the task,
tools are executed in order from top to bottom. When you call a task (with the Call Task tool), the called task
finishes before control is returned to the calling task.

To create a task

1.
2.
3.

Start VPM and connect to a camera.
Open the desired vision program, or create a new one.

Click the Add a Task button. A new tab is added below the program list. See page 3-37 for task config-
uration details.

4. Click the task icon and enter a name for the task, if desired.

5. In the toolbox, click on the tool you want to add to the task, then drag the tool to the task tree and drop

it in the desired place.

To add a tool after an existing tool, drop it on the existing tool.

To add a tool to the branch of a tool, drop it on the branch icon.

To move a tool in the task tree, click and drag the tool up or down to the desired location.

Continue to add and configure the tools you want in the task to create the desired program. (See
page 3-44 for tool configuration details.)

To delete a tool, select the tool in the tool tree, then click the Delete tool button in the VPM toolbar.

. To move a tool in the task tree, click and drag the tool up or down to the desired location.

When you are ready to save your work, click the Save button.

To test a task

Select the desired task icon in the task tree.
Be sure that the Auto-update links check box is checked in Program Preferences.

Click the Run button or the Run Once on Current Image button on the Summary Table buttons. The
task runs one time, executing all the tools in the execution path, then stops.

VPM Task Configuration

=

A task is a collection of tools. It runs based on a user-selected external (hardware) or internal (software)
occurrence. Multiple tasks can be combined into a Program. Every task has general properties and common

Task outputs. To access the Sub-properties of each Input property, click the plus sign to the left of the name.
Icon
General Property What it is
Name
Name The name of the task. Names are case sensitive.
Description A task description
Trigger Event When the selected Trigger Event occurs, the task is immediately queued
to run next. See “Trigger Event Types” on page 3-40.
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General Property What it is

Name

Abort Task A task can abort when one of the tools in the task aborts due to an error,
or when a Task Timeout occurs. If the task aborts, and Abort on Error is
True, the Abort Task named in this property is immediately queued to
run. (See “Enable Timeout” on page 2-7 and “Vision Program Properties”
on page 3-36.)

Run On Load If True, this task is queued to run one time immediately after it is loaded
(whether the Vision Device or Emulator is online or not). When programs
are set to load on startup, all programs are loaded before any tasks that
have this property enabled are run. The order of execution of multiple
tasks with Run On Load enabled is not specified.

VPM Task Inputs

Each trigger event type has unique inputs which are listed in the following pages after each event type.

Output Name

What it is

The task times listed in this table are intended only for relative time comparisons between tools
and other task settings. The times differ for a Vision Device, Emulator, and camera.

UsecsSinceRun
(Microseconds
Since Run)

The time since the task started running (in microseconds). This is a “live”
value during the task run because it is read during the task run and
updated to the current time. Once the task finishes running, this time is
locked to the time at which the task finished.

Average UsecsSin-
ceRun

The average of all UsecsSinceRun values since the last count reset

Max UsecsSince-
Run

The maximum UsecsSinceRun value since the last count reset

UsecsSinceTrigger
(Microseconds
Since Trigger)

The time since the hardware trigger at the camera started the image
acquisition process (in microseconds). This is the “trigger to done” time,
which includes exposure, acquire, image transfer to the PC, etc. This is
a “live” value during the task run as it is read during the task run and
updated to the current time. Once the task finishes running, this time is
locked to the time at which the task finished. Note that UsecsSinceRun
and UsecsSinceTrigger are not necessarily equal, since there is some
“overhead” time included in the UsecsSinceTrigger.

Average UsecsSin-
ceTrigger

The average of all UsecsSinceTrigger values since the last count reset

Max UsecsSince-
Trigger

The maximum UsecsSinceTrigger value since the last count reset

Run Count

The total number of times the task has run since the last count reset

Abort Count

The total number times the task has aborted since the last count reset

Image Input Queue
Overrun Count

The Image Input Queue Size value has been exceeded. See “Image
Input Queue Size” on page 2-25.
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Output Name What it is

Trigger Timestamp When a camera trigger or other input event occurs, a Timestamp is

Usecs recorded and attached to the image or other input data (in microsec-
onds).

How to set up a task
1. Click the task icon.
2. Click the General button on the Setup tab to enter a task name.
3. Click the Task Options button to define how the task operates.

Task Typ=

Cabed By Anothes Task or Conteol Fane
@ Triggensd By This Evesa Irage Ia Evenl -

Inspecton PassFail Salus

Lk | xl Souroe: [Inspection image in Task All In Tolkeranoe-Pass

| Sk Besder Om Desplay Wods Image: @ Faies Faased amd Faied
Timings
Actual Ayerags Marinym

Moroseconds Smos Ram 75l H2BZ 1441
Microseconds Sinoe Trigger a5 4 t4188
Ruh Count 134
lmage Inpul Qusus Overun Caunt 14

¢ Task Type
Called By Another Task or Control Panel: Select this radio button if this task is to run when it is
called by a Call Task or from a control panel Run method. There is no Trigger Event for this task.
Triggered By This Event: Select this radio button if this task is to run when an external hardware or
internal software event occurs (for example, an electrical signal or an event from the Scheduled
Event tool).

¢ Inspection Pass/Fail Status
Link: Click this button to link a Pass/Fail status from a tool in the task. This status determines the
Image Border color and whether the border is displayed. To automatically save passed or failed
images, you must link a status here (see “Program Preferences” on page 3-9).

¢ Show Border On Display Mode Image - When the linked Pass/Fail status is equal to the following
chosen status, the image border is displayed in red or green.

¢ Failed / Passed and Failed - Choose the status that determines whether the Image Border is dis-
played.

¢ Timings
Microseconds Since Run: The time since the task started running (in microseconds). This is a “live”
value during the task run because it is read during the task run and updated to the current time.
Once the task finishes running, this time is locked to the time at which the task finished.
Microseconds Since Trigger: The time since the hardware trigger at the camera started the image
acquisition process (in microseconds). This is the “trigger to done” time, which includes exposure,
acquire, image transfer to the PC, etc. This is a “live” value during the task run as it is read during
the task run and updated to the current time. Once the task finishes running, this time is locked to
the time at which the task finished. Note that UsecsSinceRun and UsecsSinceTrigger are not neces-
sarily equal, since there is some “overhead” time included in the UsecsSinceTrigger.
Run Count: The total number of times the task has run since the last count reset.
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Image Input Queue Overrun Count: The Image Input Queue Size value has been exceeded. See
“Image Input Queue Size” on page 2-26.

Trigger Event Types

To choose a trigger event type, click the drop-down arrow at the right end of the Value field and select the
desired event. When the selected event occurs, the task is put into a queue of tasks that are executed in “first
in, first out” order.

* None: If this is selected, the task is not queued by any of the listed event types. It is queued only when
it is triggered from a control panel or by another task calling it.

¢ Online Event: When the Vision Device or Emulator goes Online, the task is immediately queued to
run.

Input Name | What it is

Name The name of the Vision Device or Emulator that went online.

onlineState | If True, the Vision Device or Emulator went online.

¢ Offline Event: When the Vision Device or Emulator goes Offline, the task is immediately queued to
run.

* Program Closed Event: The task is queued to run after the program listed in the Program Name prop-
erty is closed (unloaded) by another task.

* Bad Image Event: The task is queued when an error is generated during image acquisition. This can
include communication errors, CRC errors, and out-of-buffer-space errors, among others. This event
provides an additional input:

Input Name | What it is

statusBits | The bit map of the image acquisition error message

¢ Image In Event: The task is queued when an image has been acquired and is ready for processing by
the Vision Device or Emulator. This is the default for the first task added when a program is created. If
multiple tasks use this event type, they are queued in alphabetical order. This event provides addi-
tional inputs.

TIP: Image In
Event must be
selected for at
least one task in
a vision pro-
gram to be able
to snap an
image during
task edit.

Datalogic S.r.l.

Input Name | What it is

Image The non-color camera or file image used by the task. The image
may be acquired with a software or hardware trigger, or when the
Snap button is clicked.

Color The color camera or file image used by the task. The image may be
Image acquired with a software or hardware trigger, or when the Snap but-
ton is clicked.

Click the plus sign to the left of the property to access non-color
versions of the image similar to using a color filter or color light with
a non-color camera.

Trigger ID | A negative Trigger ID number is automatically assigned if the image
is from a camera or the file camera. The Camera Trigger tool can
only assign a positive Trigger ID number.
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¢ Camera Connected Event: The task is queued when a camera is connected. When the event happens,
the device is put online if it was online when a Camera Disconnected event happened. T his option is
available only for M-Series, MX-E Series, and MX-U Series cameras.

¢ Camera Disconnected Event: The task is queued when a camera is disconnected. If the camera is
online when the event happens, the camera is put offline. This option is available only for M-Series,
MX-E Series, and MX-U Series cameras.

¢ Image Trigger Event FE and RE: The task is queued by both the rising and falling edges of a hardware
trigger on the Impact camera’s Camera trigger input. This option is not available for M-Series, MX-E
Series, and MX-U Series processors or cameras.

¢ Image Trigger Event FE: The task is queued by the falling edge of a hardware trigger on the Impact
camera’s Camera trigger input. This option is not available for M-Series, MX-E Series, and MX-U
Series processors or cameras.

¢ Image Trigger Event RE: The task is queued by the rising edge of a hardware trigger on the Impact
camera’s Camera trigger input. This option is not available for M-Series, MX-E Series, and MX-U
Series processors or cameras.

¢ Input Event FE and RE: The task is queued by both the rising and falling edges of a hardware trigger
on the Impact camera’s Event input.

¢ Input Event FE: The task is queued by the falling edge of a hardware trigger on the Impact camera’s
Event input. (Note: the M-Series, MX-E Series, and MX-U Series Processors I/O do not signal the FE
Input Event.)

¢ Input Event RE: The task is queued by the rising edge of a hardware trigger on the Impact camera’s
Event input. (Note: the M-Series, MX-E Series, and MX-U Series Processors I/O signal only the RE
Input Event.)

¢ Input 1 Event FE and RE: The task is queued by both the rising and falling edges of a hardware trigger
on the Impact camera’s Event 1 input.

¢ Input 1 Event FE: The task is queued by the falling edge of a hardware trigger on the Impact camera’s
Event 1 input. (Note: the M-Series, MX-E Series, and MX-U Series Processors I/O does not signal the
FE Input Event.)

¢ Input 1 Event RE: The task is queued by the rising edge of a hardware trigger on the Impact camera’s
Event 1 input. (Note: the M-Series, MX-E Series, and MX-U Series Processors I/O signals only the
RE Input Event.)

¢ Input 2 Event FE and RE: The task is queued by both the rising and falling edges of a hardware trigger
on the Impact camera’s Event 2 input.

* Input 2 Event FE: The task is queued by the falling edge of a hardware trigger on the Impact camera’s
Event 2 input. (Note: the M-Series, MX-E Series, and MX-U Series Processors I/O does not signal the
FE Input Event.)

¢ Input 2 Event RE: The task is queued by the rising edge of a hardware trigger on the Impact camera’s

Event 2 input. (Note: the M-Series, MX-E Series, and MX-U Series Processors I/O signals only the
RE Input Event.)
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¢ Shift Event FE and RE: The task is queued by both the rising and falling edges of a hardware trigger
on the Impact camera’s Shift input.

* Shift Event FE: The task is queued by the falling edge of a hardware trigger on the Impact camera’s
Shift input.

* Shift Event RE: The task is queued by the rising edge of a hardware trigger on the Impact camera’s
Shift input.

¢ Camera Button Event: The task is queued when the button on the camera case is pressed. (This option
is available only on certain camera models.)

¢ Scheduled Event: The task is queued when an Event Scheduler tool causes a scheduled event to occur.
Use a logic tool to determine what action to take based on the Event ID.

Input Name | What it is

Event ID The Event ID of the Event Scheduler tool that triggered the event.

¢ Serial Input: The inputList may contain any character, including NULL. The task is queued when the
delimiter character is detected on the Vision Device’s or camera’s serial port. The delimiter character
indicating the end of the data string is defined in Settings Tab - General - Setup - Communication. (see
“Serial Port” on page 2-11).

Input Name | What it is

inputString | The data string from the serial port

inputList The list of integers from the serial port

¢ TCP/IP Input Event: The task is queued when a message is detected on the Vision Device’s or cam-
era’s TCP/IP Input Event Port. The event port number and delimiter character (which indicates the
end of the data string) are configured in Settings Tab - General - Setup - Communication (see “TCP/
IP” on page 2-11. The inputList may contain any character, including NULL. The string or integer list
property from the source device is written to both these inputString and inputList properties.

Input Name | What it is

inputString | The data from the source device.

inputList The list data from the source device.

* FEtherNet/IP Explicit Event: The task is queued when an incoming EtherNet/IP command causes an
event to occur. Use a logic tool to determine what action to take based on the Event ID.

Input Name | What it is
Event ID The Event ID of the EtherNet/IP Data tool that triggered the event.

¢ FEtherNet/IP Implicit User Data Event
The task is queued when data changes in the user data area of the Ethernet/IP data assembly. Use the
Ethernet/IP Read Implicit Assembly tool to read the data. (See “EtherNet/IP Read Implicit Assembly”
on page 3-273.)
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Modbus Event: The task is queued when the Modbus Server receives any Modbus Request from a cli-

ent.

Input Name | What it is

Function The function code of the Modbus client's request. These are stan-

Code dard Modus function codes. For example, Function Code 16 is a
Write Multiple Registers request and Function code 3 is a Read
Multiple Registers request.

Start The starting register in the Modbus Request sent by the Modbus

Address Client.

Count The number of registers the client accessed.

Modbus New Input Data Event: The task is queued when a Modbus Client writes data in a Modbus
Register using the Modbus Write Request function.

Input Name | What it is

Start The starting register in the Modbus Request sent by the Modbus
Address Client.

Count The number of registers the client accessed.

AbPc3 Event: The task is queued when an AB PCCC client writes data in a PCCC server property
using the PCCC Typed Write command.

Input Name | What it is

File Num- | The file type number sent by the PCCC client. See “How VPM
ber Works With AB PCCC” on page 2-47 for file type numbers.
Start The starting server property index in the Typed Write command
Address sent by the PCCC client.

Count The number of indexes the client accessed.

OPC New Input Data Event: The task is queued when the OPC Server writes data in an OPC Data
Access system object input.

Input Name

What it is

InputName

When data is written to this input, the task is queued. The value
contains the name of the OPC Data Access property that changed
See “OPC Data Access” on page 2-48.

ProfinetlO User Data Event: The task is queued when the Profinet user data area of the assembly is
written by a Profinet client. The inputList may contain any character, including NULL. The string or
integer list property from the source device is written to both these properties.

Input Name

What it is

inputString

The data from the source device.

inputList

The list data from the source device.
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e User Event 1-8: The task is queued when the associated User Event data area changes from zero to
one. (See “EtherNet/IP” on page 6-13 or “PROFINET” on page 3-280.)

Input Name | What it is

Event ID The ID of the User Event. If the event was originated from a device
using EtherNet/IP, the Event ID is -10. If the event was originated
from a device using ProfinetlO, the Event ID is -11.

VPM Tools

Datalogic S.r.l.

VPM tools are divided by function within toolbox drawers. The tool icon helps you identify the tool within
the task tree and the drawer. Sometimes, in order to enhance a tool’s function or properties, the old version
of a tool is "deprecated" or made unavailable and replaced with a new version or a different tool.

Deprecated tools are displayed in yellow in the task tree. They continue to function, but they do not appear
in the Toolbox and cannot be added to new Vision Program files. You can replace the older tool with an up-
to-date tool or its replacement. If you do replace the tool, you may need to redefine the tool’s inspection
properties. When you save the vision program file, the deprecated tool is saved the same as other tools.

_"l__‘E._i Program
[ : Task

Oru;n ~——— Current Origin tool
E} Oiigin Deprecsted <@—— Deprecated Origin tool

Every tool has the general properties of Name, Description, and Type. Some tools also have inputs and out-
puts that can be linked between tools. Each tool input and output has a data type.

To run a tool individually, select it in the tree and click the Run button in the Tool Test button area.

Some tools have a Setup tab which is automatically selected to aid you with configuring the tool when you
first add one of the tool to a task. (See “Setup Tab” on page 3-22.)

If an input or output has a small plus sign to the left of the name, you can view the sub-properties and all the
available data types of those properties. For example, if you click the plus sign of the Success property in the
Origin tool (a Boolean data type) the other data types for that property are displayed.

Eoolean

: Boolean
®  azlnt Integer 0
® azReal Real 0
®  asString String 0
& aslist Boolean List 1 Boolear
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Toolbox Drawers

Toolbox Drawers

VPM tools are contained in the toolbox and grouped within drawers based on their general purpose. Some
tools appear in more than one drawer because they have multiple purposes. A brief tool tip is displayed

when you hover the cursor over the tool icon in the toolbox. For tool details, refer to the page number in the
tables below (displayed in alphabetical order by toolbox then by tool name).

Communication

Vision Device
Control

Flaw Detection

Feature Finding

Image Filtering

Image Geometry

Discrete Input Camera Trigger 3- Adaptive Template Average Gradient Average Filter 3-47 | Color Image Sam-
3-263 321 3-210 3-109 pling 3-64

Discrete Output Device Settings 3- Average Intensity 3- Average Intensity Binary Image Fil- Color Image Stitch-
3-265 322 212 3-110 ter 3-47 ing 3-66
Ethernet/IP Data Offline 3-324 Blob 3-80 Blob 3-80 Color Pixel Fill 3- Deslant Image 3-69
3-268 48

Ethernet/IP Mes- Online 3-325 Bump Find 3-212 Blob Filter 3-113 Edge Enhance- Image Sampling

sage 3-269

ment 3-49

3-70

Ethernet/IP Read
Assembly 3-273

Vision Program Load
3-325

Color Blob 3-116

Circle Gauge 3-169

Gaussian Filter
3-50

Image Stitching With
Origins 3-71

Ethernet/IP Write
Assembly 3-274

Vision Program
Save 3-325

Contrast 3-122

Color Blob 3-116

Image Math 3-51

Image Stitching With
Points 3-72

Image Archiving
3-275

Vision Program
Unload 3-326

Contrast - Multiple
ROI 3-125

Color Checker 3-
121

Light Leveling 3-53

Line Profile 3-73

MC Read 3-278 Vision Program Extreme Difference Contrast 3-122 Linear Morphology | Multiple Image
Delete 3-326 3-214 Close 3-55 Stitch 3-74
MC Write 3-284 Greyscale Template 3- | Contrast - Multiple Linear Morphology | Unwrap 3-77
216 ROI 3-125 Open 3-56

Send Message 3-
285

Polygon Smoothing
3-220

Edge Point Find
3-127

Median Filter 3-56

Undistort Image
3-78

Wait For Mes-
sage 3-288

Line Find 3-131

Morphology Close
3-57

X-Y Projection 3-79

Serial Port Out
3-290

Pattern Sorting
page 3-131

Morphology Dilate
3-57

TCP/IP Out 3-292

ROI Find page 3-
155

Morphology Erode
3-59

Spot Find 3-157

Morphology Open
3-60

Wide Edge Point
Find 3-159

New Image 3-63

Pixel Fill 3-64
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Locating Logic Measurement Readers Specialized P-Series
Blob 3-80 Basic 3-297 Angle 3-163 Advanced OCR 3- Change image Cal- | Green Red Spot
221 ibration 3-326 page 3-332
Circle Gauge 3-169 Branch 3-298 Circle Edge Refine- Character Contour Clip ROI 3-327 ProfinetlO Read
ment 3-167 Match 3-232 page 3-280
Circular Pattern Find | Break 3-299 Circle Gauge 3-169 Code Reader 3-236 Data Transfer 3- ProfinetlO Write
3-86 328 page 3-281

Line Find 3-88 Call Task 3-299 Line Find 3-175 OCR 3-253 Grid Statistics 3-
328
Origin 3-94 Counted Loop 3- Line Gauge 3-175 Lead Statistics 3-

300

332

Pinpoint Pattern
Find™ 3-102

Counter 3-300

Line Gauge Datum
Line 3-180

Train 3-332

Data Instance 3-
302

Line Gauge Dual ROI
3-186

Data Set 3-302

Linear Regression 3-
192

Delay 3-303 Midpoint 3-193

Event Scheduler 3- Multiple Point to Point
303 Measurements 3-194
Group 3-303 Peak Valley Find 3-

198

List Loop 3-304

Point Match 3-200

List Sorter 3-304

Point to Line Mea-
surement 3-202

Multiple Branch 3-
305

Point to Point Mea-
surement 3-205

Pass Fail 3-305

Subpixel Edge Extrac-
tor 3-208

Reset 3-308

String Builder 3-308

Switch 3-316

Recently Used Drawer

This drawer contains the ten tools that have been used most recently, with the most recent at the top.
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Image Filtering Drawer

Average Filter

In the Image Filtering Drawer
processed image as an output. The smoothing is done within a defined filter area of pixels which is moved

progressively throughout the ROI. Of the three filtering tools (Average, Gaussian and Median), this is the
fastest because it weights all pixels within the filter area equally. It is not as precise as the other two, how-

The Average Filter tool can smooth the average grey level value of the pixels in an image and provide that

CVCer.
Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space
Shape List The desired region of the image to search. If no shape is defined, the
entire image is processed.
FilterWidth The width of the area (in pixels) where the smoothing takes place
FilterHeight The height of the area (in pixels) where the smoothing takes place
Output Name What it is
Output Image Filtered Image (may be viewed on the Output Image tab).

Binary Image Filter

In the Image Filtering Drawer

The Binary Image Filter tool creates an output image by applying the standard thresholding methods used in
the Contrast and Blob tools. In the output image, In Range pixels are assigned one value, usually 100, and
Out of Range pixels are assigned another value, usually 0. This tool is useful if you want to threshold the

image before applying another filter, like morphology.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to search. If no shape is defined, the

entire image is processed.

Grey Level Thresh- | See “Grey Level Threshold Types” on page 3-84

old Type
Fixed Threshold The fixed grey level threshold range used when a Fixed Threshold
Range Range Threshold Type is chosen. The parameters are start and end.
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Input Name

What it is

In Range Output
Pixel Value

If a pixel in the Input Image has a grey level that is within the Threshold
Range, this grey level is assigned to it (defaults to 100).

Out of Range Out-
put Pixel Value

If a pixel in the Input Image has a grey level that is outside the Threshold
Range, this grey level is assigned to it (defaults to 0).

Output Name

What it is

Output Image

Input Image with the thresholding applied (click the Output Image tab)

Threshold Range
Used

The Threshold Range used to modify the image. The parameters are
start and end.

Color Pixel Fill

In the Image Filtering Drawer

defines the area to be filled. The area is filled with the RGB color value specified in the Fill Value property.

m The Color Pixel Fill tool fills portions of a color image with a specified color value. The Find Shape List

The filled area appears on the output image. It can be used to fill bad regions of an image before using a
Color Blob tool. This is faster than using exclude regions in the Color Blob tool.

Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space

Find Shape List

The desired region of the image to fill. If no shape is defined, the entire
image is filled.

Shape List ROI
Type

Each Shape is separate ROI: Each shape is processed as a separate
ROI and the results are combined. This mode is faster than the other
mode if the shapes are far apart, but results are duplicated if the shapes
overlap.

ShapeList is One ROI: The ShapelList is one large rectangular ROl and
the shapes are the enabled pixels within the rectangle. The tool may be
slow if the shapes are far apart. This setting allows shapes to overlap
and form complex shapes without repeating the overlapped pixels and
duplicating results.

NOTE: The resulting image is the same for either setting.

Fill Value

The percent of each RGB color value used to fill the area.

Output Name

What it is

Output Image

Image with the area filled (may be viewed on the Output Image tab).

Datalogic S.r.l.
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Edge Enhancement

In the Image Filtering Drawer

3-49

The Edge Enhancement tool produces an output image with its edges enhanced. The settings control the

direction of the edge enhancement. See “How to Set Up the Edge Enhancement tool” on page 3-49.

Input Name What it is

Input Image The image to inspect.

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to process. If no shape is defined, the

entire image is processed.

Enhance 0 Degree
Edges

If True, edges at zero degrees rotation are enhanced.

Enhance 45 Degree
Edges

If True, edges at 45 degrees rotation are enhanced.

Enhance 90 Degree
Edges

If True, edges at 90 degrees rotation are enhanced.

Enhance 135
Degree Edges

If True, edges at 135 degrees rotation are enhanced.

Show Gradient Sign
If Single Direction
Enabled

If True, then bright to dark edge gradients in the direction of the
enhancement are shown as black, and dark to bright edge gradients are
shown as white. This can give the image an embossed look. (If more
than one Enhance Degree Edges setting is True, this property is not

effective.)

Output Name

What it is

Output Image

Enhanced Image (may be viewed on the Output Image tab).

How to Set Up the Edge Enhancement tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale

images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

ROI

1. On the ROI panel, move and adjust the ROI so that it encloses the part of the pattern you want to find
in the image. The default shape list is a rectangle that you can move and size. You can also create com-
plex shapes by using circles, polygons, and exclusion regions. In this example, the ROI includes the
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entire center portion of the image.

Settings

1. Select one or more check boxes to provide the enhanced image you want. These images show exam-
ples of the results from various settings.

All four Enhance Enhance 90 Enhance 90 Degree Edges
Edges Checked Degree Edges with Show Gradient

Show Edge Gradient: If checked, bright to dark edge gradients in the direction of the enhancement
are shown as black, and dark to bright edge gradients are shown as white. This can give the image an
embossed look. (If more than one Enhance Edges setting is checked, this is disabled.)

Display
See “Display panel” on page 3-24.

Gaussian Filter

In the Image Filtering Drawer

area is defined and used to sequentially process an area that size within the ROI. Pixels at the center of the
filter area are weighted more than those further away (a Gaussian curve). This results in more precise
smoothing. The effect is similar to changing the camera focus. This tool’s filtering is more precise but

The Gaussian Filter tool performs filtering of pixel grey levels within an ROI to smooth an image. A filter

slower than the Average Filter tool.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to search. If no shape is defined, the

entire image is processed.

Filter Size The area size (in pixels square) to include in the smoothing. Smaller
numbers provide less smoothing.
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Output Name What it is

Output Image Smoothed Image within ROI (may be viewed on the Output Image tab).

Image Math

In the Image Filtering Drawer

3-51

The Image Math tool performs image math operations on one or more images to produce an output image.
Each operation does a pixel by pixel comparison of two images. The result of the math operation on corre-
sponding pixels provides the output image’s grey level values.

All operations involve the Input Image and the Secondary Image (except Invert and NOT, which use only
the Input Image). The resultant image is displayed on the Output Image tab. Each operation is explained
here.

* Subtract With Offset:
This operation subtracts the Secondary image from the Input image and adds fifty to each pixel’s grey
level value. Resultant values greater than one hundred are clipped at one hundred and values less than
zero are clipped at zero. Because negative grey level values cannot be shown in an image, fifty is
added to them so that they are shown as values from zero to forty nine.

¢ Subtract
This operation subtracts the secondary image from the input image. Resultant values less than zero are
clipped at zero.

¢ Absolute Difference
This operation subtracts the Secondary image from the Input image and provides the absolute value of
the difference as the result. For example, -1 becomes 1, -2 becomes 2, etc.

* Min
The result of this operation is the minimum value of the corresponding pixel grey levels on the Input
image compared to those on the Secondary image.

* Max
The result of this operation is the maximum value of the corresponding pixel grey levels on the Input
image compared to those on the Secondary image.

* AND
This operation performs a logical AND of the corresponding Input image and Secondary image pixel
grey levels. Pixels on the images are considered logically True if their grey level is greater than zero.
Pixels on the Output image are set to one hundred if they are logically True, and zero if they are logi-
cally False.

* OR
This operation performs a logical OR of the corresponding Input image and Secondary image pixel
grey levels. Pixels on the images are considered logically True if their grey level is greater than zero.
Pixels on the Output image are set to one hundred if they are logically True, and zero if they are logi-
cally False.

* XOR
This operation performs a logical XOR (exclusive OR) of the corresponding Input image and Second-
ary image pixel grey levels. Pixels on the images are considered logically True if their grey level is
greater than zero. Pixels on the Output image are set to one hundred if they are logically True, and
zero if they are logically False.

e NOT
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This operation performs a logical NOT on the Input image pixels (the Secondary image is not used).
The Output image pixel greyscale value is one hundred if the Input image value is zero, and zero if the
Input image value is greater than zero.

¢ Invert
This operation performs inverse greyscale mapping of the pixels on the Input image (the Secondary
image is not used). The Output image pixel greyscale level is calculated as 100 minus the input pixel
value.

* Weighted Average
This operation is useful for combining multiple images of the same stationary object and averaging
the images together to reduce the noise level. See “Weighted Average Calculation” on page 3-53 for
details. The input image and secondary image must be the same height and width.

Like other filtering tools, the Output image size is determined by the size of this tool’s Shape List shape and
bounding box, based on the following situations. In any case, only the area within the Shape List is used in
the operation.

¢ Pixels in the Input image that are outside the shape, but inside the bounding box, like the corners of a
square outside a circle, are copied unchanged from the Input image.

Bounding Box

Primary Image with ROI Secondary Image Output Image

¢ [If the Secondary image is the same size as this tool’s Shape List’s bounding box, that image is com-
pared, pixel-by-pixel, with the Input image.

¢ Ifthe secondary image is larger or smaller than this tool’s Shape List’s bounding box, the Shape List is
applied to the Secondary image before the operation.

Input Name What it is

Input Image The operation is performed on this image and the Secondary image
Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to process. If no shape is defined, the

entire image is processed.

Secondary Image The operation is performed on this image and the Input image (except

for NOT and Invert)

Operation The operation to perform

Input Image Weight | Used only for the Weighted Average operation. See “Weighted Average

Calculation” on page 3-53 for details.

Secondary Image Used only for the Weighted Average operation. See “Weighted Average
Weight Calculation” on page 3-53 for details.
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Output Name What it is

Output Image The image resulting from the math operation

Weighted Average Calculation
The output image pixel value is calculated as follows:

output pixel = (input image pixel * input image weight + secondary image pixel * secondary image weight)
/ (input image weight + secondary image weight)

The scaling of the weights and the scaling of the output image is handled automatically by the above for-
mula. For example, the output is the average of the two inputs as long as the input weight and secondary
weight are equal, regardless of their actual value (except zero).

The input image and secondary image must be the same height and width. If the secondary image is null
(non-existent), the output image is a copy of the input image.

Averaging more than two images
The recommended method (recursive filter) is:

1. Use a counter tool to track the number of images.

2. In the Image Math tool, link the Secondary Image input to the tool's Output Image, so that each input
image is combined with the result of averaging all the previous images.

3. In order for all the images to be weighted equally, the weight of the Secondary Image must be
increased each time the tool runs, so link the Secondary Image Weight to the Counter tool value.

4. Set the Input Image Weight to 1.

When the first image comes into the tool, the Secondary Image Weight (from the Counter) should be 0, so
that the Output Image is just a copy of the input image. When the second image comes in, both weights are 1
and the two images are averaged evenly. When the third image comes in, the Secondary Image (the average
of the first two images) now has a weight of 2 and gets weighted twice as much as the Input Image, so that
all three images are being given the same weight. In this way any number of images can be averaged by just
changing the end value of the Counter tool.

Light Leveling

In the Image Filtering Drawer

3-53

The Light Leveling tool corrects for uneven lighting in an image. Within the Light Sensor Shape List area,
the column or row with the highest average grey level is found (based on the Direction To Level input). A
scale factor is calculated for all the other columns or rows which brightens them so they have the same aver-
age grey level as the brightest column or row. Each column or row’s scale factor is then applied to all the
pixels in that column or row within the entire Region To Copy.
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The light sensor area can be trained or recalculated on each image. The light sensor area is the ROI within

which the tool calculates the spatial light distribution in the image, which it then uses to adjust the pixel

intensities to be level across the entire image or the Region to Copy.

) T T Output Image
Light Sensor Region To Copy

Shape List (green rectangle)
Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space
Light Sensor Shape | The region of the image to level. If no shape is defined, the entire image
List is processed.

Region To Copy

The region of the image to copy to the output image.

Direction To Level

The tool levels the light in this direction (X, Y, or None). If leveling is
required in both directions, use two tools in series.
If None, no leveling is done.

Training Option

No Training. Recalculate Sensor On Each Image
The light sensor is recalculated for each image.

Train Light Sensor On This Image

Trains the light sensor on the current image and then re-uses that level
on every subsequent image. This choice can save processing time on
each image if the light distribution within the image is static and repeat-
able.

Trained Sensor
Image

Holds the trained light sensor image. Since the tool levels in X or Y direc-
tions only, this image is an X or Y projection of the light sensor ROI, like
the output of the X-Y Projection tool.

Datalogic S.r.l.
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Linear Morphology Close

Input Name

What it is

Target Intensity
Selection

Brightest Row/Column Average Is Target Intensity: After projecting the
rows/columns of the sensor ROI, the tool finds the brightest row/column
and scales all the other row/columns to have that same average inten-
sity. It is automatic self-scaling behavior that preserves greyscale resolu-
tion. If the overall input image intensity goes up and down, then the
output image intensity also goes up and down, even after it is leveled.

Fixed Target Intensity: The rows/columns are scaled so that their aver-
age intensity is the Fixed Target Intensity value. This setting helps adjust
the image to a fixed average intensity and can help with fixed threshold-
ing in other tools. It takes some adjustment of the Fixed Target Intensity
value to keep the image bright and not saturated.

Fixed Target Inten-

sity

The tool levels the pixel intensities to this greyscale value when Target
Intensity Selection is set to Fixed Target Intensity.

Output Name

What it is

Output Image

The leveled Region To Copy. Displayed on the Output Image tab.

Linear Morphology Close

In the Image Filtering Drawer

3-55

The Linear Morphology Close tool removes small noise in an image, like the Morphology Close tool, but

this tool retains thin lines in the image during the process. (See “Morphology” on page 3-61 for more

details.)
Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space.
Shape List The desired region of the image to process. If no shape is defined, the

entire image is processed.

Number of Itera-
tions

The number of times to perform the operation. If zero is entered, the tool
just copies the input image to the output.

Keep 0 Degree
Lines

If True, lines in the image that are not rotated remain after processing.

Keep 45 Degree
Lines

If True, lines in the image that are rotated 45 degrees remain after pro-
cessing.

Keep 90 Degree
Lines

If True, lines in the image that are rotated 90 degrees remain after pro-
cessing.

Keep 135 Degree
Lines

If True, lines in the image that are rotated 135 degrees remain after pro-
cessing.
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Output Name

What it is

Output Image

The morphed image (viewed on the Output Image tab).

Linear Morphology Open

In the Image Filtering Drawer

The Linear Morphology Open tool removes small noise in an image, like the Morphology Open tool, but this
tool keeps thin lines in the image during the process. (See “Morphology” on page 3-61 for more details.)

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space.

Shape List The desired region of the image to process. If no shape is defined, the

entire image is processed.

Number of Itera-
tions

The number of times to perform the operation. If zero is entered, the tool
just copies the input image to the output.

Keep 0 Degree
Lines

If True, lines in the image that are not rotated remain after processing.

Keep 45 Degree
Lines

If True, lines in the image that are rotated 45 degrees remain after pro-
cessing.

Keep 90 Degree
Lines

If True, lines in the image that are rotated 90 degrees remain after pro-
cessing.

Keep 135 Degree
Lines

If True, lines in the image that are rotated 135 degrees remain after pro-
cessing.

Output Name

What it is

Output Image

The morphed image (viewed on the Output Image tab).

Median Filter

In the Image Filtering Drawer

Datalogic S.r.l.

The Median Filter tool looks for and removes random noise from an image. The edges are not softened like
the Gaussian filter. This tool is slower than the Gaussian and Average filters.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space
Shape List The desired region of the image to search.
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Input Name What it is

FilterWidth This is the width of the area (in pixels) within which the filtering takes
place

FilterHeight This is the height of the area (in pixels) within which the filtering takes
place

Output Name What it is

Output Image Filtered Image (may be viewed on the Output Image tab).

Morphology Close

In the Image Filtering Drawer

The Morphology Close tool performs a morphological close on the white parts of an image. This makes it
useful for removing small black noise from an image, or to connect white areas together. (See “Morphology”
on page 3-61 for more details.)

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to search. If no shape is defined, the
entire image is processed.

Number of Itera- The number of times to perform the operation. If zero is entered, the tool

tions just copies the input image to the output.

Morphology Shape | Defines the shape of the neighborhood around each pixel that is
searched to find the output pixel value. See “Morphology Shape” on

page 3-63.
Output Name What it is
Output Image The morphed Image (viewed on the Output Image tab).

Morphology Dilate

In the Image Filtering Drawer

The Morphology Dilate tool performs a standard dilation operation on the white parts of the image. See
“How to Set Up the Morphology Dilate tool” on page 3-58. (See “Morphology” on page 3-61 for details.)

Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space
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Input Name What it is

Shape List The desired region of the image to search. If no shape is defined, the
entire image is processed.

Number of Itera- The number of times to perform the operation. If zero is entered, the tool

tions just copies the input image to the output.

Morphology Shape | Defines the shape of the neighborhood around each pixel that is
searched to find the output pixel value. See “Morphology Shape” on

page 3-63.
Output Name What it is
Output Image Morphed Image (may be viewed on the Output Image tab).

How to Set Up the Morphology Dilate tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale
images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

ROI

1. On the ROI panel, move and adjust the ROI so that it encloses the part of the pattern you want to find
in the image. To use the entire image, delete the ROI. The default shape list is a rectangle that you can
move and size. You can also create complex shapes by using circles, polygons, and exclusion regions.
In this example, the ROI includes a center portion of the image.

LOT2AUW?

Rectangle ROI /'

Settings

1. Slide the slider to select the Number of Iterations to provide the dilated image you want. See “Mor-
phology” on page 3-61” for details. This image shows an example of the results of two Iterations.

cAU

2. Select the Morphology Shape to use. See “Morphology Shape” on page 3-63 for details.

Results of two lterations

Display
See “Display panel” on page 3-24.

Datalogic S.r.l. 3-58



Impact Reference Guide Morphology Erode

Morphology Erode

In the Image Filtering Drawer

E The Morphology Erode tool performs a standard erosion on the white parts of an image. See “How to Set Up
the Morphology Erode tool” on page 3-59. (See “Morphology” on page 3-61 for details.)

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to search. If no shape is defined, the
entire image is processed.

Number of Itera- The number of times to perform the operation. If zero is entered, the tool

tions just copies the input image to the output.

Morphology Shape | Defines the shape of the neighborhood around each pixel that is
searched to find the output pixel value. See “Morphology Shape” on

page 3-63.
Output Name What it is
Output Image Morphed Image (may be viewed on the Output Image tab).

How to Set Up the Morphology Erode tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale
images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

ROI

1. On the ROI panel, move and adjust the ROI so that it encloses the part of the pattern you want to find
in the image. To use the entire image, delete the ROI. The default shape list is a rectangle that you can
move and size. You can also create complex shapes by using circles, polygons, and exclusion regions.
In this example, the ROI includes a center portion of the image.

LOT2AW?

Rectangle ROI /'

Settings

1. Slide the slider to select the Number of Iterations to provide the eroded image you want. See “Mor-
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phology” on page 3-61 below for details. This image shows an example of the results of two Iterations.

Results of two Iterations

2. Select the Morphology Shape to use. See “Morphology Shape” on page 3-63 for details.

Display
See “Display panel” on page 3-24.

Morphology Open

In the Image Filtering Drawer

H The Morphology Open tool performs a morphological open on the white parts of an image. (See “Morphol-
ogy” on page 3-61 for more details.)

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to search. If no shape is defined, the
entire image is processed.

Number of Itera- The number of times to perform the operation. If zero is entered, the tool

tions just copies the input image to the output.

Morphology Shape | Defines the shape of the neighborhood around each pixel that is
searched to find the output pixel value. See “Morphology Shape” on

page 3-63.
Output Name What it is
Output Image Morphed Image

How to Set Up the Morphology Open tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale
images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

ROI
1. On the ROI panel, move and adjust the ROI so that it encloses the part of the pattern you want to find
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in the image. To use the entire image, delete the ROI. The default shape list is a rectangle that you can
move and size. You can also create complex shapes by using circles, polygons, and exclusion regions.
In this example, the ROI includes a center portion of the image.

LOT2AW?

Rectangle ROI /'

Settings

1. Slide the slider to select the Number of Iterations to provide the eroded image you want. See “Mor-
phology” on page 3-61 below for details. This image shows an example of the results of two Iterations.

Results of two lterations E I | |

2. Select the Morphology Shape to use. See “Morphology Shape” on page 3-63 for details.

Display
See “Display panel” on page 3-24.

Morphology

Morphology is the act of warping an image according to mathematically defined relationships. It can elimi-
nate noise, smooth edges, join narrow gaps, and fill small holes on each image. Morphological operations
are non-linear and irreversible. There is no inverse operation to undo what was done by the last operation.
Thus, each operation loses some information about the original image.

Morphology tools use 3x3 binary analysis. During binary morphology, the tool checks the greyscale values
in the image and assigns each pixel an ON or OFF value. The tool then performs the operation (based on the
Number of Iterations value), adjusting each pixel's value after comparing its value and the values of sur-
rounding pixels in a 3x3 pixel neighborhood.

During pixel analysis, the tool first groups pixels. A group consists of any foreground or background pixels
that are connected, or touching. The tools use the eight-connected rule to group pixels into foreground blobs.
The eight-connected rule states that two foreground pixels are connected if they are directly side by side, top
to bottom, or if their corners touch. In this example, the white pixels A, B, C, F, H, and X are connected.

AlB|C
D|X|E
F|IG|H
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Close

The close operation is similar to dilation in that it tends to enlarge foreground (bright) regions in an image
(and shrink background holes), but it affects the original boundary shape less. It is defined as a dilation fol-
lowed by an erosion.

Results of a close
operation
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Dilate

The dilate operation gradually enlarges the boundaries of regions of foreground pixels. Thus areas of fore-
ground pixels grow in size while holes (background pixels) within those regions become smaller.

Results of a dilate
operation

Erode

The erode operation erodes away the boundaries of regions of foreground pixels. Thus areas of foreground
pixels shrink in size, and holes within those areas become larger.

Results of an
erode operation

Open

The open operation is similar to erosion in that it tends to remove foreground (bright) regions in an image,
but it less destructive than erosion in general. The effect is to preserve foreground regions that have a similar
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shape while eliminating all other regions of foreground pixels. It is defined as an erosion followed by a dila-
tion.

Results of an open
operation

Morphology Shape

Morphology Shape defines the shape of the neighborhood around each pixel that is searched to find the out-
put pixel value. It is sometimes referred to as structuring element, filter mask, or filter kernel. The choices
are Square and Octagon.

A square morphology shape is the fastest to process, but has the disadvantage of working better in the diag-
onal directions than in the horizontal and vertical directions. In the example shown below (the figure on the
left), a Morphology Erode tool is used to test the size of a fifty-pixel radius circular hole. With a square mor-
phology shape, the tool tests all pixels in a 100x100 square, centered on the hole. However, the number of
iterations is limited to 35 along the x and y axes so that the square shape’s corners fit inside the circle.
Defects at the top, bottom, left, and right may not be found.

Defects here not found Number of iterations

[ 1)

/

0 35 a0 0 43|50

Using a circle shape would solve this problem, but a perfect circle is slow to process, so an octagonal shape
is used. (The figure on the right.) The execution time is only 40% greater to accomplish the required 43 iter-
ations within the octagon than within a square.

New Image

In the Image Filtering Drawer

The New Image tool creates a new image based on the size and width properties each time it runs. The new
image is filled with a user-defined greyscale value. The tool does not save the image with the vision program
file or alter other images. Its main use is to create a blank image to fill with the Pixel Fill tool.

Input Name What it is
Width In Pixels The width of the new image in pixels
Height In Pixels The height of the new image in pixels
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Input Name What it is

Fill Value The greyscale value that fills the image (0-100)
Output Name What it is

Output Image The filled new image

Pixel Fill

In the Image Filtering Drawer

The Pixel Fill tool fills portions of a greyscale image with a specified grey level. The Find Shape List
ﬁ defines the area to be filled. The area is filled with the grey level from black (zero) to white (100) specified
in the Fill Value property. The filled area appears on the output image.
Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space
Find Shape List The desired region of the image to fill. If no shape is defined, the entire
image is filled.
Shape List ROI Each Shape is separate ROI: Each shape is processed as a separate
Type ROI and the results are combined. This mode is faster than the other
mode if the shapes are far apart, but results are duplicated if the shapes
overlap.

ShapeList is One ROI: The ShapeList is one large rectangular ROl and
the shapes are the enabled pixels within the rectangle. The tool may be
slow if the shapes are far apart. This setting allows shapes to overlap
and form complex shapes without repeating the overlapped pixels and
duplicating results.

NOTE: The resulting image is the same for either setting.

Fill Value The greyscale value to used to fill the area. Zero is black and 100 is
white.

Output Name What it is

Output Image Image with the area filled (may be viewed on the Output Image tab).

Image Geometry Drawer

Color Image Sampling

In the Image Geometry Drawer
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The Color Image Sampling tool provides a reduced resolution color image by sampling a user-defined num-
ber of pixels. Impact software uses a 24-bit color system.

Input Name

What it is

Input Image

The image being inspected.

Region of Interest

The area of the image to sample. (If zero, the entire image is processed.)

Tool Origin

The tool’s origin relative to the entire image space.

Sampling Resolu-
tion Type

See “How the Color Image Sampling tool works” below.

Sampling Resolu-
tion

See “How the Color Image Sampling tool works” below.

Y Sampling Resolu-
tion

See “How the Color Image Sampling tool works” below.

Fine Sampling Res-
olution

See “How the Color Image Sampling tool works” below.

Fine Y Sampling
Resolution

See “How the Color Image Sampling tool works” below.

Sampling Rotation

The output image is rotated by this angle (0, 90, 180, or 270 degrees).

Output Name

What it is

Output Image

Reduced or increased resolution image within ROI (viewed on the Out-

put Image tab).

How the Color Image Sampling tool works

The Color Image Sampling tool provides a reduced resolution output image by sampling a user-defined

number of pixels.

For example, if the Sampling Resolution Type is set to "Use Same Sampling Resolution in X and Y" and the
Sampling Resolution is 2, the tool samples every other pixel and produces an output image with 1/2 the
width and 1/2 the height of the original (1/4 the resolution).

Up scaling is allowed. For example, if the Sampling Resolution Type is set to "Use Same Sampling Resolu-
tion in X and Y" and the Fine Sampling Resolution property value is set to 0.5, the output image is four
times the size of the input image (twice the height by twice the width).

The Sampling Resolution Type property determines whether the tool uses the same sampling resolution in
both directions (X and Y) or different sampling for each.

¢ Use Same Sampling Resolution in X and Y: The Sampling Resolution property is used for sampling in
both the X and Y directions.

¢ Use Different Sampling Resolutions in X and Y: The Sampling Resolution property is used for sam-
pling in the X direction and the Y Sampling Resolution property is used for sampling in the Y direc-

tion.

NOTE: If the camera is calibrated, using different sampling resolutions for X and Y results in an output
image that is no longer calibrated. Since VPM expects the image pixels to be the same size in both X and Y,
the tool will set the X pixel size correctly, but the Y pixel size will be incorrect.
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A combination of the four Sampling Resolution values determine final sampling results.

* Fine Sampling Resolution is zero
The Sampling Resolution property value is used.

* Fine Sampling Resolution is non-zero and Sampling Resolution Type is Use Same Sampling Res-
olution in X and Y
The Fine Sampling Resolution property value is used for both X and Y sampling.

* Fine Sampling Resolution is non-zero and Sampling Resolution Type is Use Different Sampling
Resolutions in X and Y
If Fine Y Sampling Resolution is zero, the Sampling Resolution and Y Sampling Resolution prop-
erty values are used.
If Fine Y Sampling Resolution is non-zero, the Fine Sampling Resolution and Fine Y Sampling
Resolution values are used.

Color Image Stitching

In the Image Geometry Drawer (Available only on the M-Series, MX-E Series, and MX-U Series processors)

The Color Image Stitching tool combines (stitches) two or more images into a larger image using features in
the images as reference points or using a list of images. See “How the Color Image Stitching tool works” on

page 3-67. Impact software uses a 24-bit color system.

Input Name

What it is

Stitch Type

Step Between Images: An X and Y offset is added to a source image
before it is stitched to the next image. If there are any images in the
Image List property, the tool uses this mode by default.

Origins of Overlap Feature: The locations (origins) of overlapping fea-
tures on each image are used to stitch the images. The origins come
from another tool.

Image 1

The first color image to stitch (viewed on the Image 1 tab). This image is
ignored if the Image List property contains any images.

Overlap Feature
Location in Image 1

The origin of the overlapping feature in this image that matches the cor-
responding feature in Image 2. The two origins are used to align image 1
and image 2 for stitching.This property is ignored if the Image List prop-
erty contains any images

Image 2

The second color image to stitch (viewed on the Image 2 tab). This
image is ignored if the Image List property contains any images.

Overlap Feature
Location in Image 2

The origin of the overlapping feature in this image that matches the cor-
responding feature in Image 1. The two origins are used to align image 1
and image 2 for stitching. This property is ignored if the Image List prop-
erty contains any images.

Image List

A list of color images to stitch. If there are any images in this list, the tool
automatically uses a Stitch Type of "Step Between Images."

Step Between
Images

When the Stitch Type property is set to Step Between Images, this is the
X and Y offset added to each image before it is stitched to the next
image.

Datalogic S.r.l.

3-66



Impact Reference Guide Color Image Stitching

3-67

Output Name What it is

Output Image The stitched image (viewed on the Output Image tab).

How the Color Image Stitching tool works

The tool has three modes of operation: Image List Stitching With Step, One At A Time Stitching With Step,
and One At A Time Stitching With Overlapped Features. After the tool runs, the stitched image is placed in
the Output Image property and can be viewed in the Output Image tab.

Image List Stitching With Step

Use this mode when you know the exact position of one image relative to another and you have more than
two images to stitch together.
1. Create a list of the images you want to stitch and link the list to the Image List property. You can use a
Data Set tool linked to the Add Element property of a Data Instance tool to create the list.
2. Set the Stitch Type property to Step Between Images.

3. Enter the X and Y offset value in the Step Between Images property. The value specifies the X step and
Y step between one image and the next in the list.

For example, if the X value is 50 and the Y value is 20, the first image in the list is placed at 0,0 in the
output image.The second image in the list is placed at 50,20 in the output image. The third image in the
list is placed at 100,40 in the output image, and so on. Any pixels of the output image that are not cov-
ered by a part of the stitched image are filled with black.

wilg)
il

Inspection

Image In Task

Add image to kst

Al images collected?

-] '_:] True
m Color Image List
u stiteh &l images
=
Faset image lisk

ﬁ Inspect stitched image
E False

Example of Image List Stitching with Step

L]
[0

L

=

One At A Time Stitching With Step

Use this mode when you know the exact position of one image relative to another and you have two images
to stitch together. The Image List property must be empty so that the tool uses the images in the Image 1 and
Image 2 properties. Link each of two images you want to stitch into the Image 1 and Image 2 properties.

1. Set the Stitch Type property to Step Between Images.

2. Enter the X and Y offset value in the Step Between Images property. The value specifies the X step and
Y step between Image 1 and Image 2.
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3.

For example, if the X value is 50 and the Y value is 20, the Image 1 is placed at 0,0 in the output
image.Image 2 is placed at 50,20 in the output image. If there is overlap between the images, Image 1

pixels are on top in the stitched image. Any pixels in the output image that are not covered by Image 1or

Image 2 are filled with black.

To stitch more images together, link the Output Image from one Color Image Stitching tool into the
Image 1 property of a second tool. This method is slower than the Image List mode because intermedi-
ate partial images must be created as each input image is acquired, rather than waiting for all images to

be acquired.
s Inspectian

-] J Image In Task

Im Counier

@ m Firsk Image?
[-3 Ei True

E—i Save First Image

Save Secand Image
I_:l False
First Sawved Image
Sacaond Saved Image
n Shtch Images

Example of One At A Time Stitching with Step

One At A Time Stitching With Overlapped Features

Use this mode when the relative positions of the images are not known, but can be found by locating a fea-

ture that appears in both images because their fields of view overlap. The Image List property must be empty
so that the tool uses the images in the Image 1 and Image 2 properties. Link each of two images you want to
stitch into the Image 1 and Image 2 properties.

1.
2.
3.
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Set the Stitch Type property to "Origins of Overlap Feature."

Use a locating tool on each image to locate the desired feature

Link each origin into the Overlap Feature Location of the respective image. The Step Between Images
property is ignored.

To stitch more images together, link the Output Image from one Color Image Stitching tool into the
Image 1 property of a second tool. This method is slower than the Image List mode because intermedi-
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Deslant Image

ate partial images must be created as each input image is acquired, rather than waiting for all images to

be acquired.
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-3 E] Image 1

Store Image 1
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o E] Image 2

Stare Image 2
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Fird Dverlap Feature 2

Stitch Images

- )

Example of One At A Time Stitching With Overlapped Features

Deslant Image

In the Image Geometry Drawer

Vi The Deslant Image tool corrects the slant frequently seen in printed dot matrix characters.
Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space
Shape List The desired region of the image to search. If no shape is defined, the
entire image is processed.
Slant Angle Type See "Slant Angle Types" at the end of this table.

Column Slant Angle
in Degrees

The character’s column slant angle. See details at the end of this table.

Row Slant Angle in
Degrees

The character’s row slant angle. See details at the end of this table.

Output Name

What it is

Output Image

The straightened image as viewed on the Output Image tab.
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In this mode, the tool slants each character by the angle amounts entered in the Column Slant Angle and
Row Slant Angle fields. For example, if a character slants 10 degrees from vertical, enter -10 (degrees) in
the Column Slant Angle field to correct the slant. If a row of characters slants 10 degrees from horizontal,
enter -10 (degrees) in the Row Slant Angle field to correct the slant.This mode useful if you link the Slant
Angle to a scroll bar on the control panel and let the operator dynamically modify the amount of slant.

Measured Angle to Make Square

Note: The Deslant tool and the tool used to measure the edge angle must use the same Tool Origin.

In this mode, the tool calculates the amount of correction necessary to bring each character’s columns to ver-
tical (ninety degrees), and their rows to horizontal (zero degrees), based on the Column and Row Slant
Angle values. For example, if a character slants 10 degrees from vertical, enter 100 (degrees) in the Column
Slant Angle field to correct the slant (100 = 90 + 10). If a row of characters slants 10 degrees from horizon-
tal, enter 10 (degrees) in the Row Slant Angle field to correct the slant (10 - 10 = 0).

You can use an Origin or Linear Regression tool to measure a character’s current vertical edge angle (from
zero degrees). Link that measured angle into the Column Slant Angle field (using a Data Instance tool to
extract the angle). The tool calculates the number of degrees change necessary to correct the vertical edge to
make it ninety degrees. The same may be done with a horizontal edge and the Row Slant Angle.

Image Sampling

In the Image Geometry Drawer

The Image Sampling tool provides a reduced resolution image by sampling a user-defined number of pixels.

Input Name What it is

Input Image The image being inspected.

Region of Interest The area of the image to sample. (if zero, the entire image is processed)

Tool Origin The tool’s origin relative to the entire image space.
Sampling Resolu- See “How the Image Sampling tool works” on page 3-71.
tion Type

Sampling Resolu- See “How the Image Sampling tool works” on page 3-71.
tion

Y Sampling Resolu- | See “How the Image Sampling tool works” on page 3-71.
tion

Fine Sampling Res- | See “How the Image Sampling tool works” on page 3-71.

olution

Fine Y Sampling See “How the Image Sampling tool works” on page 3-71.
Resolution

Anti Alias Flag If True, the image is filtered before it is sampled.

Sampling Rotation The output image is rotated by this angle (0, 90, 180, or 270 degrees).

Mirror None: The Output Image is not changed.

Horizontal: The Output Image is flipped horizontally.
Vertical: The Output Image is flipped vertically.
Any mirroring takes place after windowing and sampling operations.
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Image Stitching with Origins

Output Name

What it is

Output Image

Reduced or increased resolution image within ROI (viewed on the Out-

put Image tab).

How the Image Sampling tool works

The Image Sampling tool provides a reduced resolution output image by sampling a user-defined number of
pixels.

For example, if the Sampling Resolution Type is set to "Use Same Sampling Resolution in X and Y" and the
Sampling Resolution is 2, the tool samples every other pixel and produces an output image with 1/2 the
width and 1/2 the height of the original (1/4 the resolution).

Up scaling is allowed. For example, if the Sampling Resolution Type is set to "Use Same Sampling Resolu-
tion in X and Y" and the Fine Sampling Resolution property value is set to 0.5, the output image is four
times the size of the input image (twice the height by twice the width).

The Sampling Resolution Type property determines whether the tool uses the same sampling resolution in
both directions (X and Y) or different sampling for each.

¢ Use Same Sampling Resolution in X and Y: The Sampling Resolution property is used for sampling in
both the X and Y directions.

¢ Use Different Sampling Resolutions in X and Y: The Sampling Resolution property is used for sam-
pling in the X direction and the Y Sampling Resolution property is used for sampling in the Y direc-
tion.

NOTE: If the camera is calibrated, using different sampling resolutions for X and Y results in an output
image that is no longer calibrated. Since VPM expects the image pixels to be the same size in both X and Y,
the tool will set the X pixel size correctly, but the Y pixel size will be incorrect.

A combination of the four Sampling Resolution values determine final sampling results.

* Fine Sampling Resolution is zero
The Sampling Resolution property value is used.

¢ Fine Sampling Resolution is non-zero and Sampling Resolution Type is Use Same Sampling Res-
olution in X and Y
The Fine Sampling Resolution property value is used for both X and Y sampling.

* Fine Sampling Resolution is non-zero and Sampling Resolution Type is Use Different Sampling
Resolutions in X and Y
If Fine Y Sampling Resolution is zero, the Sampling Resolution and Y Sampling Resolution prop-
erty values are used.
If Fine Y Sampling Resolution is non-zero, the Fine Sampling Resolution and Fine Y Sampling
Resolution values are used.

Image Stitching with Origins

In the Image Geometry Drawer

The Image Stitching with Origins tool provides the ability to combine (stitch) several smaller images into
one large image using features in the images as reference points for the overlap. For example, you can take
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several images of sections of a large connector, then stitch them together to inspect the whole connector

image.
Input Name What it is
Image 1 The first image to be stitched

Overlap Feature
Location in Image 1

The origin of the feature to be used to indicate the overlap between
image 1 and image 2

Image 2

The second image to be stitched

Overlap Feature
Location in Image 2

The origin of the feature to be used to indicate the overlap between
image 2 and image 1

Output Name

What it is

Output Image

The resulting stitched image (viewed on the Output Image tab). The out-
put image must be less than 32k pixels high or wide with a practical limit
of 16 Mpixels total. See “Special Note for Stitched Images with Distor-
tion” on page 3-73.

Image Stitching with Points

In the Image Geometry Drawer

The Image Stitching with Points tool provides the ability to combine (stitch) several smaller images into one
large image using points in the images as reference points for the overlap. For example, you can take several
images of sections of a large connector, then stitch them together to produce and inspect the whole connector

image. (Also see “Image Stitching and Overlapping ROIs” on page 3-73.)

Input Name

What it is

Image 1

The first image stitch

Overlapping Points
in Image 1

The list of points in image 1 used to indicate the overlap between image
1 and image 2

Tool Origin for
Image 1 Points

The origin of the overlap reference points in image 1.

Image 2

The second image stitch

Overlapping Points
in Image 2

The list of points in image 2 to be used to indicate the overlap between
image 1 and image 2

Tool Origin for
Image 2 Points

The origin of the overlap reference points in image 2.

Output Name

What it is

Output Image

The image resulting from the stitching operation (viewed on the Output
Image tab). The output image must be less than 32k pixels high or wide
with a practical limit of 16 Mpixels total. See “Special Note for Stitched
Images with Distortion” on page 3-73.
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Image Stitching and Overlapping ROIs
To stitch more than two images together, link the output from one stitching tool to the input of another.

Stitched images work fastest and most accurately if each ROI is contained within one of the original images
(i.e. they do not completely straddle an overlap area). ROIs that are larger than the overlap areas, including
full images, work more slowly and do not have sub-pixel accuracy. If each ROI is kept within one of the
images, then all processing is as fast and accurate as non-stitched images. This includes multiple small
ROIs.

The stitched image may sometimes give odd-looking, but correct, results in the overlap region. For example,
when the stitched image is displayed, the overlap area contains pixels from image one. If an ROI is on image
two and includes the overlap area, but not any pixels from image one, then the ROI uses all image two pixels
to provide the most accurate results with no seam and with distortion correction. The image display may
look odd because the displayed pixels are from image one, but the results are based on image two pixels.

Special Note for Stitched Images with Distortion

If individual images are overly distorted due to lens anomalies, a miscalculated field of view, incorrect lens-
ing, or other conditions, it may appear that the displayed found pixels are offset from the pixels on the result-
ing stitched image. The tool output data are properly corrected for distortion and any calculations on grid
location work correctly.

Distortion correction is applied to individual images before they are stitched to create a virtual image. (Usu-
ally distortion should only be found at the edges of an image and is correctable.) After the individual images
are stitched, this mathematical information is not available, so when the tool operation is performed, the dis-
played found pixels may look like they are offset from the object pixels on the image.

The found pixel location calculations are correct, but the image looks distorted in the image display and the
pixel locations look misplaced.

In short, the inspection result numbers are good even if the results do not appear correct on the image.

Line Profile

In the Image Geometry Drawer

3-73

—
The Line Profile tool reads the pixel grey level values from a single line segment and outputs them as a list
of reals. The pixel values are scaled so the outputs are in the range of zero to one hundred percent.

Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space

Line Segment

The line segment that reads the pixel grey level values.

Enable Pixel Value
List

If True, the Pixel Value List output is populated.

Output Name

What it is

Pixel Value List

A list of pixel grey levels

Average Pixel Value

The average pixel value in the Line Segment.
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Output Name

What it is

Standard Deviation
Pixel Value

The standard deviation in the pixel values in the Line Segment.

Minimum Pixel
Value

The minimum pixel value in the Line Segment.

Maximum Pixel
Value

The maximum pixel value in the Line Segment.

Multiple Image Stitch

In the Image Geometry Drawer

The Multiple Image Stitch tool provides semi-automatic stitching of multiple images into one larger image
(up to 8Mb total). (On the M-Series, MX-E Series, and MX-U Series processor, the output image must be
less than 32k pixels high or wide with a total image size limited by the amount of PC memory.) For example,
you can take several images of sections of a large part, then stitch them together to inspect the whole part.
The tool takes an image list and stitches those images together based on their order in the list and the tool’s
input settings. The images are stitched into a one or two-dimensional array with a consistent overlap in both
the x and y directions. The tool uses correlation pattern matching (based on the Stitching Threshold prop-
erty) to match the overlap regions and insure accurate stitching.

The Image Motion input values indicate how far the camera or part moves between snaps. These values do
not exactly define the image stitching, as they do in the Image Stitching With Origins tool, but they should
be within five pixels on each dimension to help the tool find the correct stitching transformation. For a more

detailed explanation of how the images are stitched based on the inputs, see “Stitching Directions” on

page 3-75.
Input Name What it is
Input Images The list of images to be stitched

Image Count X

The number of images in the list in the X direction

Image Count Y

The number of images in the list in the Y direction

Image Motion X

This is how far the camera or part moves in the x-direction for each suc-
cessive snap. (This is calculated as the size of the image minus the
amount of overlap, within five pixels on left and right.) This would be
called the x-pitch if the images were laid onto a rectangular grid. This
value is always positive.

Image Motion Y

This is how far the camera or part moves in the y-direction for each suc-
cessive snap. (This is calculated as the size of the image minus the
amount of overlap, within five pixels on left and right.) This would be
called the y-pitch if the images were laid onto a rectangular grid. This
value is always positive.

Stitching Threshold

This value indicates how well the images must correlate (or match)
where they overlap for the stitching to be completed. A higher value
means that there must be a greater correlation between the overlapping
areas. The value can range from 1 to 100.
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Input Name What it is

Row Major Order Indicates how the images in the list are presented. If True, the images
are presented in rows. If False, the images are presented in columns.

Major Forward Indicates how the images within the major order (rows or columns) are
presented.
If True, they are presented left to right for rows and top to bottom for col-
umns.
If False, they are presented right to left for rows and bottom to top for col-
umns.

For example, if Row Major Order is True, and Major Forward is True,
then the images are presented in rows from top to bottom.

Minor Forward Indicates how the images within the first row or column are presented.

If True, they are presented left to right for rows and top to bottom for col-
umns.

If False, they are presented right to left for rows and bottom to top for col-
umns.

If the Serpentine input is True, this order is alternated for each subse-
quent row or column.

Serpentine If True, the image presentation order alternates direction at the end of
each row or column, after the first row or column (based on the Minor
Forward input). If False, the order does not alternate.

Output Name What it is
Stitch Successful If True, the images were stitched successfully.
Stitching Scores A list of the stitching scores for each stitch in the output image.
Output Image The image resulting from the stitching operation.
Stitching Directions

These examples show a part to be inspected that is too large to snap in one image. The camera moves above
the part while a series of images are snapped. These images are then combined into an image list and the
Multiple Image Stitch tool puts them together. The input settings help the tool recreate the camera or part
motion so the input images are stitched together in the correct order.

The first example shows two-image stitches, one in the X and one in the Y direction. The motion arrows
show the camera movement direction. The image numbers indicate the order in which they were snapped
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and their order in the image list. Their order in the final stitched image is determined by the tool’s input set-
tings (see “Stitched Image Order Table” on page 3-76).

Camera Motion
>
Image Size =
600
— —>
Camera
Image 1 Image 2 Motion
> \
The camera Image overlap
moves this far, =200
then s.naps The input settings for this tool are:
anotherimage. R Major Order = True
Imagg Motion Major Forward = Doesn’t Matter (only 1 row)
X is 400 Minor Forward = True
(60(16(2))00 = Serpentine = Doesn’t Matter (only 1 row)

T The camera moves this far,

Image 1 then snaps another image.

Image Motion Y is 400
(600 - 200 = 400)

Image
Size = 600

L NS w1l

Image 2 Image overlap
=200

The input settings for this tool are:

Row Major Order = False

Major Forward = Doesn’t Matter (only 1 column)
Minor Forward = True

Serpentine = Doesn’t Matter (only 1 column)

This figure shows four-image stitching. The camera motion arrows show a serpentine camera movement.
The image numbers indicate the order in which they were snapped and their order in the image list. Their
order in the final stitched image is determined by the tool’s input settings (see “Stitched Image Order Table”
on page 3-76).

The input settings for this tool are:
Row Major Order = True

Camera Motion

Image Size =
600
—>
E The camera moves this far,
Image 1 ] Image 2 then snaps another image.

Image Motion Y is 400
(600 - 200 = 400)

- EiE rrl‘[<

Major Forward = True Image Image overlap
Minor Forward = True Size = 600 Image 4 Image 3 =200
Serpentine = True ¢ |

«—

The camera moves this far,
then snaps another image.
Image Motion X is 400
(600 - 200 = 400)

Stitched Image Order Table

This table shows an example of how the tool’s input settings affects where images are located in a stitched
output image. Assume there are four images in the image list numbered 1, 2, 3, and 4. The numbers in the
Stitched Image Order column indicate where each image is located in the output image after the tool has run.
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Unwrap

Unwrap

Row Major | Major Minor Serpentine | Stitched Image
Order Forward |Forward Order
True True True True 12
4 3
True True True False 12
34
True True False False 2 1
34
True True False True 2 1
4 3
True False True True 4 3
12
True False True False 34
12
True False False True 34
21
True False False False 4 3
21
False True True True 14
23
False True True False 13
2 4
False True False True 23
14
False True False False 2 4
13
False False True True 4 1
32
False False False True 32
41
False False True False 31
4 2
False False False False 4 2
31

In the Image Geometry Drawer

Z

3-77

Note: To create the desired output image, there does not need to be a single correct set of direction parame-
ters; some settings have no affect on the final stitched image order. For example, for a single row of images
the Serpentine input doesn’t affect the stitching order.

The Unwrap tool can be used to straighten text in the shape of an arc so it can be analyzed with the OCR
tool. A typical application is unwrapping circular text on a coin or other round object.

This tool uses a wide circular ROI to specify the sampled region. The width of the ROI determines the
height of the unwrapped image.
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A boolean value can be set to indicate whether the sample direction should put the outside or the inside of
the arc on top in the resulting image. For example, if you are inspecting text at the top of the coin, set the
sample direction so the outside of the arc is on top.

Unwrapped sampling can cause character distortions when the inside arc is stretched and the outside arc is
compressed. The distortion is worse for tighter arcs.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space.

Arc Region The desired region of the image to unwrap. The parameters are x coordi-

nate, y coordinate, radius, start angle, cover angle, and width.

Sample Direction Indicates whether the outer or inner arc of the Arc Region is on the top of
the text.

Output Name What it is

Output Image The unwrapped image (may be viewed on the Output Image tab).

Undistort Image

In the Image Geometry Drawer

The Undistort Image tool applies the input image's calibrated distortion mapping to the image to produce an
output image that is not distorted. The tool’s primary purpose is to "flatten" an image with perspective dis-
tortion, so that images look similar at all rotations and translations. It also removes radial lens distortion. Use
this tool with the OCR and Greyscale Template tools since they do not work with severe image distortions.

This tool is not normally needed with the Blob, Gauge, and Contrast tools since the calibration process maps
edge points to uniform real-world coordinates.

IMPORTANT: See “Note for Undistort Image Tool Use On Smart Cameras” below.

Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space.

Linear Interpolation | If True, the undistorted pixel values are interpolated, giving a smoother
output. If False, the mapping can create some artifacts, especially along
the edges, but the operation is much faster.

Shape List The desired region of the image to search. If no shape is defined, the
entire image is processed.

Output Name What it is

Output Image The undistorted image (may be viewed on the Output Image tab).

Note for Undistort Image Tool Use On Smart Cameras
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X-Y Projection

When you use the Undistort Image tool on a smart camera (A30, T4x-Series, P-Series), the first tool execu-
tion will take a long time. This may cause the task to miss image inspections.

For this reason, a dedicated task that contains the tool should be run when the vision program is loaded on
the smart camera.

To create and configure the dedicated task

1.
2.

5.

In your vision program, create a dedicated task that contains the Undistort Image tool.

Link the image from the Image In task to the Undistort Image tool, then set up the Undistort Image tool
as desired.

In the vision program’s Image In task, add a Call Task tool.

In the Call Task tool, on the Properties tab, select the dedicated task that you created in step 1 from the
Task property drop down. This will call the dedicated task when an image is acquired.

In the dedicated task, on the Properties tab, select True from the Run On Load property drop down.

The dedicated task, including the Undistort Image tool, will now run when the vision program is loaded.

X-Y Projection

In the Image Geometry Drawer

i The X-Y Projection tool finds the average intensity of each column (X projection) or row (Y projection) of
- an area within an ROI and then repeats that average intensity across the column or row to create a new
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image. This image can then be used by other tools.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space.

Shape List The desired region of the image to search. For a single rectangle, the x

or y axis is projected. For circles, polygons, doughnuts, etc. the tool ori-
gin axes are projected and the row/column average intensity includes
the enabled pixels.

Projection Direction

Project on X Axis: Each column is repeated
Project on Y Axis: Each row is repeated

Output Image
Thickness

The width of the output image in units in the repeated direction. Default
is zero which is ten units.

Fixed Threshold
Range

The grey level threshold range for the In Range and Out of Range
options (in percentage). The parameters are start and end.

Use In Range Value

If True, pixels with a grey level within the Fixed Threshold Range are
changed to the In Range Value before the average intensity is calcu-
lated. See “Fixed Threshold Range” on page 3-80.

In Range Value

The pixel grey level value to use for the Fixed Threshold Range.

Use Out Of Range
Value

If True, pixels with a grey level within the Fixed Threshold Range are
changed to the Out Of Range Value before the average intensity is cal-
culated.

Out Of Range Value

The pixel grey level value to use for the Fixed Threshold Range.
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Output Name

What it is

Output Image

The image made from the repeated rows or columns (may be viewed on
the Output Image tab).

Fixed Threshold Range

If Use In Range Value is True, then the pixels in the Fixed Threshold Range are changed to the In Range
Value before pixels in the rows or columns are averaged together. The same is done for Use Out Of Range
Value. Use In Range Value and Use Out Of Range Value can be used at the same time.

This feature can be used if the averaging in the projection can cause small high contrast features to have the
same intensity in the output image as larger, but lower contrast features. By remapping the lower contrast
pixels, high contrast features still stand out in the output image.

Locating Drawer

Blob

In the Feature Finding, Flaw Detection, and Locating Drawers

(9

The Blob tool uses an Autothreshold or Fixed threshold method to find randomly oriented or amorphously
shaped objects within the ROI. The output blobs can be filtered with the Blob Filter tool to limit blobs based
on size, area, and other parameters, if desired. See “How to Set Up the Blob tool” on page 3-82.

NOTE: The tool’s execution time is affected by the image resolution, a rotated tool origin, and ROIs with an
exclude area. Very high resolution images may take a long time.

Input Name What it is

Input Image The image being inspected

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to search. If no shape is defined, the

entire image is processed.

Shape List ROI
Type

Each Shape is separate ROI: Each shape is processed as a separate
ROI and the results are combined. This mode is faster than the other
mode if the shapes are far apart, but results are duplicated if the shapes
overlap.

ShapeList is One ROI: The ShapelList is one large rectangular ROl and
the shapes are the enabled pixels within the rectangle. The tool may be
slow if the shapes are far apart. This setting allows shapes to overlap
and form complex shapes without repeating the overlapped pixels and
duplicating results.

Grey Level Thresh-
old Type

See “Grey Level Threshold Types” on page 3-84 for more details.
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Blob

Input Name

What it is

Blob Detect Type

Detect Out of Range: detects blobs that are outside the threshold range
values
Detect In Range: detects blobs that are within the threshold range values

Fixed Threshold
Range

The grey level threshold range for Fixed Threshold Range type (in per-
centage). The parameters are start and end.

Exclude Border
Blobs

When True, border blobs are excluded from the output list (see “Border
Blobs” on page 3-115)

Fill Blob Holes

If True, any holes in the found blobs are filled to create a single blob.
This can save time on images with many extra blobs.

Enable Width Filter

When True, blobs within the Width Range are included in the output list.
(Ignored when the Filter Single Blob: First Blob property is selected.)

Width Range

Blob minimum and maximum width

Enable Height Filter

When True, blobs within the Height Range are included in the output list.
(Ignored when the Filter Single Blob: First Blob property is selected.)

Height Range

Blob minimum and maximum height

Enable Area Filter

When True, blobs within the Area Range are included in the output list

Area Range

Blob minimum and maximum Area. The minimum value should be set
when the Filter Single Bobruisk Blob property is selected. (The Maxi-
mum value is then ignored.)

Required Number
of Blobs

If the number of found blobs (based on the filter settings) is within this
range, the Passed output is set to True

Enable Output Blob | If True, the filtered blobs are presented in the Blob List output

List

Enable Output Area | If True, the filtered blobs areas are presented in the Area list output
List

Enable Output
Height Width Lists

If True, the Output Height List and Width List are presented in the output

Enable Output Cen-
troid List

If True, the filtered blobs centroids are presented in the Centroid list out-
put.

Output Origin Type

Also see “Output Origin” on page 3-86

Centroid X, Y Only: The X and Y coordinates of the blob centroid (the
angle is ignored)

Centroid X, Y and Major Axis Angle: The X and Y coordinates of the
blob centroid and Major Axis angle in a +/- 90 degree range (useful if
blob has an oblong shape).

No Origin: No origin is presented (tool runs faster)

Centroid X, Y, and Major Axis Angle 360 Range: The X and Y coordi-
nates of the blob centroid and Major Axis angle in a 360 degree range
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Input Name

What it is

Filter Single Blob

This filter is applied after all the other filters

Off: Blobs are filtered and output according to all filter settings
Centermost Blob: Only the blob closest to the center of each ROI is out-
put

First Blob: The tool stops processing when the first blob is found that has
an area equal to or larger than the Area Range: Minimum value. (The
Width Filter, Height Filter, and Area Range: Maximum filter settings are
ignored. Exclude Border Blobs and Fill Blobs are forced to false to save
processing time.)

Largest Blob: Only the largest blob in each ROI is output

Note: If Centermost or Largest blob is selected, only passed blobs are
displayed in the image window.

Output Name

What it is

Number of Blobs
Found

The number of blobs found

Output Blob List

List of filtered blobs

Output Area List

List of the areas of the filtered blobs

Output Width List

List of the widths of the filtered blobs

Output Height List

List of the heights of the filtered blobs

Output Centroid List

List of the X and Y coordinates of the centroid points of the filtered blobs
if the Enable Output Centroid list property is True

Output Centroid List
Relative To RWC

List of the X and Y coordinates of the centroid points of the filtered blobs
relative to the entire image space if the Enable Output Centroid list prop-
erty is True

Passed

If True, the number of blobs in the Output Blob List falls within the range
of the Required Number of Blobs

Threshold Range
Used

The Fixed Threshold Range input value start and end.

Output Origin Rela-
tive to Tool

The found origin (including angle if selected) relative to the Tool Origin,
based on filtered blobs. See “Output Origin” on page 3-86

Output Origin Rela-

The found origin (including angle if selected) relative to the entire image
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tive To RWC space, based on filtered blobs. See “Output Origin” on page 3-86
How to Set Up the Blob tool
General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale

images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.
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ROI

1. On the ROI panel, move and adjust the ROI so that it encloses the part of the pattern you want to find
in the image. To use the entire image, delete the ROI. The default shape list is a rectangle that you can
move and size. You can also create complex shapes by using circles, polygons, and exclusion regions.
In this example, two ROIs include just the center portion of the image.

Circle
ROls

2. Adjust the Search and Threshold settings to find the desired parts of the image.

Search
o | Fima Bloks That Asg tn This Rangs Excivge Slobs That Touch Borders
Fil Sioh Holes
Threshold
Type:  Aulnthreshold Contrastng Bright Poeis -

Thepshokd Ramge Lises

* Find Blobs That Are in This Range
When this is checked, the tool finds blobs that have pixel greyscale values within the threshold range.

¢ Exclude Blobs That Touch Borders
When this is checked, the tool excludes blobs that touch the ROI.

* Fill Blobs Holes
When this is checked, any holes in the found blobs are filled to create a single blob. This can save time
on images with many extra blobs.

* Threshold Type
Select the type of threshold range the tool should use to find blobs. See “Grey Level Threshold Types”
on page 3-84 for details.

* Threshold Range Used
This is the threshold range the tool used to find blobs. It will vary based on the Threshold Type
selected.

Pass/Fail

1. On the Pass/Fail panel, adjust the Filters, Outputs, and Filtered Number of Blobs settings to filter the
found blobs and provide the desired output.The tool will pass or fail based on these settings and the
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found blobs.
Outputs
Filters
J | Emabig Dutper Sisb Ligl
S e P et Enabie Output Anea List
Filtered W) Area 20 Enable Outpul Dim. Lists
Blobs it Ermie Outpat Centrod | st
Haigh | Exabie Dutsat Orgia
Singls Blet: | O - Fadi Angis -
Origin based on Filters : Major Axs +— 50 Range |
and Outputs Filered Humber of Blobs Msior Aiis 180 Range
Al Kgaamam Actos

Infinity

* Filters: Feature
Area, Width, Height: Enter values to filter the found blobs based on their minimum and maximum
measurements. If you click on a blob in the image, the Actual measurements of that blob are dis-
played.

¢ Filters: Single Blob
This filter is applied after all the other filters. If Centermost or Largest blob is selected, only passed
blobs are displayed in the image window.
Off: Blobs are filtered according to all the other filter settings
Centermost Blob: Only the blob closest to the center of each ROI is used.
First Blob: The tool stops processing when the first blob is found that has an area equal to or larger
than the Area Minimum value. (The Width, Height, and Area Maximum filter values are ignored. The
Exclude Blobs That Touch Borders value and Fill Blob Holes value are set to false.)
Largest Blob: Only the largest blob in each ROI is used.

¢ Outputs
Enable Output Blob List: A list of the found blobs is produced. This list can be used in other tools.
Enable Output Area List: A list of the areas of the found blobs is produced. This list can be used in
other tools.
Enable Output Dim. List: A list of the widths and heights of the found blobs is produced. This list can
be used in other tools.
Enable Output Centroid List: A list of the center points of the found blobs is produced. This list can be
used in other tools.
Enable Output Origin: The origin produced from the found blobs is displayed. This origin can be used
in other tools. The tool runs faster if the Output Origin is not enabled. Also see “Output Origin” on
page 3-86.
Major Axis:
No Angle: The origin is the X and Y coordinates of the blob centroid (the angle is ignored).
Major Axis +- 90 Range: The origin is the X and Y coordinates of the blob centroid and the Major
Axis angle in a +/- 90 degree range (useful if blob has an oblong shape).
Major Axis 360 Range: The origin is the X and Y coordinates of the blob centroid and the Major
Axis angle in a 360 degree range.

¢ Filtered Number of Blobs
This is the Minimum and Maximum number of filtered blobs allowed. If this range is exceeded, the
tool will fail.

Display
See “Display panel” on page 3-24.

Grey Level Threshold Types
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Autothreshold Contrasting Bright Pixels

This sets the upper and lower thresholds automatically based on all the grey levels in the ROI. The lower
threshold is set to a value somewhere in the valley between the bright pixel and the dark pixel peaks. The
exact value depends on the statistics of the two peaks. The upper threshold is set to 100%. Bright pixels are
thus considered in-range. This setting is best used when looking for a bright part of an image with non-uni-
form grey levels. In this example, the lower threshold is approximately 50% and the upper threshold 100%.

Lower Upper
Threshold Threshold
III II:
.r'l -.'\_ 5 I."-.
A .
0 Threshold 100
Range

Autothreshold Contrasting Dark Pixels

This sets the upper and lower thresholds automatically based on all the grey levels in the ROI. The lower
threshold is set to 0%, and the upper threshold is set to a value somewhere in the valley between the bright
pixel and the dark pixel peaks. The exact value depends on the statistics of the two peaks. Dark pixels are
thus considered in-range. This setting is best used when looking for a bright part of an image with non-uni-
form grey levels. In this example, the lower threshold is 0% and the upper threshold approximately 50%.

Lower Upper
Threshold Threshold

0 Threshold 100
Range

Autothreshold Uniform Region

This sets the upper and lower thresholds automatically based on a uniform region of grey levels in the ROI.
The lower threshold is set to the low end of the grey level values and the upper threshold is set high end of
the grey level values. Pixels outside the thresholds are thus considered out-of-range. This setting can be used
for flaw detection which looks for non-uniform areas in the image. In this example, the lower threshold is
approximately 20% and the upper threshold approximately 80%.

Lower Upper
Threshold Threshold

0 Threshold 100
Range

Fixed Threshold Range
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This sets the upper and lower thresholds based on the Fixed Threshold Range input value. Pixels with grey
level values between the thresholds are considered in-range. This setting is best used for an image with uni-
form grey levels.

Center Fixed Threshold Range On Region Average

The average of all grey levels within the Region of Interest is calculated. The Fixed Threshold Range (i.e.
the difference between the Min and Max values) is centered on the average grey level. Pixels with grey lev-
els within that range are considered in-range of the inspection. For example, if the Fixed Threshold Range is
20 to 40, the range is 20. If the average grey level is 70, the center of the grey level is 35. All pixels with
grey levels between 25 and 45 (35 - 10 and 35 + 10) are considered in-range.

A
Threshold Min Threshold Max

Average Grey Level

Output Origin

The output origin is located based on the centroid of the filtered blobs. This means that the found output ori-
gin is based on the blobs that pass based on the filter settings. If there are multiple blobs, then the origin is
located based on their combined centroid. In most cases you want to filter all but one blob. If that blob is not
found, then set the tool to fail based on a minimum blob count of one. In other cases, you want to set the fil-
ters so that all the blobs pass and base the output origin on their combined centroid, especially if the blobs
may break up.

Centroid X, Y and Major Axis Angle type: The origin angle is the Major Axis of the blob, and, because the
major axis is a line with two directions, the tool chooses the angle between -90 and 90 degrees.

Centroid X, Y, and Major Axis Angle 360 Range type: The origin angle is the Major Axis of the blob, and,
because the major axis is a line with two directions, the tool chooses the angle on the side of the blob that
extends furthest from the centroid (the longer side).

Circle Gauge-Locating

In the Feature Finding, Measurement, and Locating Drawers

See “Circle Gauge” on page 3-169.

Circular Pattern Find

In the Locating Drawer

Datalogic S.r.l.

The Circular Pattern Find tool can quickly find the rotational position of rotating objects, such as coins, bot-
tle caps, or snap rings. It uses normalized correlation over a circular arc and outputs an origin centered on the
circle. The tool can be trained on and can search part or all of the circular arc. It can find one or several
matches around the circular arc.

The tool has one circular arc ROI. To set up the tool, place and size the circular arc ROI over the region to be
inspected and click the train button. If necessary, resize the arc length to cover the desired search angles. If
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Circular Pattern Find

3-87

the train region is 360 degrees, it is not necessary to resize the arc length. If train region is less than 360
degrees, the ROI length can be resized up to 360 degrees.

To adjust the circular arc ROI move the cursor around the ROI border until the cursor changes to the desired
type, then click and drag the cursor to the desired place and size.

e
e Move Q{E‘?

¢ Increase Angle
¢ Increase Radius {'T ;

. P
e Widen Arc &'

+ Rotate

Do not change the arc ROI’s width between training and running, only the arc length. Generally, a thinner
arc executes faster.

The tool can find multiple matches within the search ROI and the best match and a list of all matches are
available as outputs.

Note: You cannot see the trained model. That is, after you train and then resize the arc for searching, you can

not see the trained arc angle.

Input Name What it is

Input Image The image being inspected

Tool Origin The tool’s origin relative to the entire image space
Arc Region The region of the image used to train the model.

Minimum Match
Score

Found Match is false if no pattern is found with a match score larger than
this (0 to 100)

Reference Angle
Method

Center of Model Arc: The model is trained to report at the center of the
arc region.

0 Degrees: The model is trained to report 0 degrees at the trained orien-
tation.

Correlation Model

The model to find, linked from another tool

Output Name

What it is

Found Match

True when a model with a score greater than the Minimum Match Score
is found

Output Best Origin

The model’s origin relative to the input tool origin

Output Best Origin
Relative to RWC

The model’s origin in Real World Coordinates. Use this value when the
Origin needs to be relative to the image for display or it needs to be
linked as another tool’s origin

Output Best Score

The best match score greater than the Minimum Match Score (1 to 100)

Output Origin List

List of Origins relative to the input tool origin
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Output Name

What it is

Output Origin List
Relative to RWC

List of Origins relative to Real World Coordinates

Output Score List

The match scores of origins in the Origin List

Line Find

In the Locating and Feature Finding Drawers

Datalogic S.r.l.

The Line Find tool finds the edge points along an edge or two edges, perform a linear regression on those
points, and then create a fitted line segment along the edge (or between two edges) and an origin as an out-
put. It can find the center line between two found lines. It also checks for the maximum gap length in the
line, the maximum distance of outlying points from the line, and the line’s straightness. See “How to Set Up
the Line Find tool” on page 3-90.

For more details, see “How the Line Find tool works” on page 3-92.

Input Name What it is

Input Image The image to be inspected

Tool Origin The tool’s origin relative to the entire image space

Wide Line ROI The line segment used to find the desired edge.

Line Type The tool searches in the ROI arrow direction for this type of line (see

“How the Line Find tool works” on page 3-92)

Edge Detection
Method

Gradient Edges or Grey Level Edges

Gradient detection generally provides more consistent results. In some
cases Gradient detection can pick up extra edges in a noisy image and
Grey Level detection may offer better control.

See “Edge Detection Method” on page 3-93.

Edge Detection
Sensitivity

Determines the minimum steepness or grey level value of the edge the
tool should find. A larger number or higher sensitivity means the tool
finds fewer edges.

Fixed Gradient
Threshold Percent-
age

The gradient threshold value for Gradient Edges Detection Method

Fixed Grey Level
Threshold Percent-
age

The grey level threshold value for Grey Level Edges Detection Method

Noise Level

The amount of background noise present in the image.

The No Noise setting allows the tool to find edges that are close together
since there isn’t as much background noise in the image.

The Very High Noise setting means there is more noise in the image so
it's harder for the tool to find edges that are close together (edges along
the ROl must be farther apart).

Sampling Percent

The row sampling rate - for example, 100 samples every row, 50 sam-
ples every other row, 0 samples a minimum of 2 rows.
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Line Find

3-89

Input Name

What it is

Outlier Distance
Threshold

Outlying points beyond this distance are not included in the found line

Auto-Select Outlier
Distance Threshold

If True, the Outlier Distance Threshold value is automatically calculated
for each image.

If False, you must click the Train button to calculate the Outlier Thresh-
old.

Max Percentage of
Outliers

The tool fails if the percentage of outliers, compared to the total number
of edge points, exceeds this value.

Enable Angle
Range Check

If True, the Output Origin must lie within the Line Angle Range

Line Angle Range

The maximum angle, in degrees, that the Output Origin may rotate for
the tool to pass. The parameters are minus, nominal, plus, include end,
and include start.

Enable Line Length
Check

If True, the found line’s length must lie within the Line Length Tolerance.

Line Length Toler-
ance

If the found line’s length exceeds this value, the tool fails. The parame-
ters are minus, nominal, and plus.

Enable Gap Length
Check

If True, the maximum gap length in the found line must be less than the
Max Gap Length

Max Gap Length

The maximum allowed gap between fitted points along the line segment,
in real world units. Gaps are formed by missing edge points or outliers
caused by bumps or breaks in the edge. Gaps must exceed this max
length to be detected. If any gaps are detected, then the tool fails. If this
value is less than 1.5*Sampling Rate*pixel_size, than the larger value is
used instead.

Enable Straightness
Check

If True, the found line must have a straightness error less than Max
Straightness Error

Max Straightness
Error

The maximum deviation allowed from a straight line (0 indicates a
straight line)

Subpixel Method

The type of subpixel averaging
The grey levels of one or more adjacent pixels (1, 3, 5, 7, or 9) around an
edge point are used to interpolate the edge to a fraction of a pixel

Output Name

What it is

Passed

If True, the found line’s parameters lie within all the limits

Line Segment

The found line

Output Origin Rela-
tive to Tool

The X and Y coordinates of the center point and the angle of the found
line relative to the Tool Origin.

Output Origin Rela-
tive To RWC

The X and Y coordinates of the center point and the angle of the found
line relative to the entire image space.
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Output Name

What it is

Edge Points

The points used to create the found line

Outlier Points

The points further from the found line than the Outlier Distance Thresh-
old

Greatest Outlier
Distance

The distance of the furthest Outlier Point from the found line

Gap Segments

Line segments of gaps longer than the Max Gap Length

Greatest Gap
Length

The length of the longest gap

Straightness Error

The deviation of the found line from a straight line (0 indicates a straight
line)
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How to Set Up the Line Find tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale

images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

ROI

1. On the ROI panel, move and adjust the ROI so that it covers the part of the pattern you want to find in
the image. The default shape list is a wide line ROI that you can move and size. In this example, the
ROI includes the part of the edge to measure.

ﬁ"

2. Adjust the Wide Line ROI settings to find the desired parts of the image.

Wide Line ROI

¥ Adjustabls Threshod Edge Detsction:  Gray Lavel Edges.

Grey Lavel Thrashold Percant

a
:
=
&
&
]

&

For details on Edge Detection methods, see “Edge Detection Method” on page 3-93.

* Grey Level Edges
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To find edges in the image using grey levels, set Edge Detection to Grey Level Edges. If you want to
adjust the Grey Level Threshold manually, check Adjustable Threshold and use the Grey Level
Threshold Percent slider to adjust the range that the tool uses.

Wide Line RCH
o | Admaisbie Threshols Edge Detection:  Gradent Edges -

Gradiert Theeshold Perent

* Gradient Edges
To find edges in the image using a gradient, set Edge Detection to Gradient Edges. If you want to
adjust the Gradient Threshold manually, check Adjustable Threshold and use the Gradient Threshold
Percent slider to adjust the range that the tool uses.
Wide Line RO!

Adjtable Thisshola Eoge Detecice GragweniCiges

oge Senetily

i, -

I 1 |
Lo Lews

If you want the tool to adjust the Gradient Threshold automatically, clear the Adjustable Threshold
check box. You can then adjust the Gradient Edge Sensitivity using the Edge Sensitivity slider.
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* Noise Sensitivity
This adjusts the tool for the amount of background noise that is present in the image. The More Sensi-
tivity setting allows the tool to find edges that are close together since there isn’t as much background
noise in the image. The Less Sensitivity setting means there is more noise in the image so it’s harder
for the tool to find edges that are close together (edges along the ROI must be farther apart).

* Find Line
Select the type of line the tool should find. Line position is relative to the ROI direction.

¢ Sampling Percent
This the percentage of rows to sample. For example a setting of 100 samples every row, 50 samples
every other row, 0 samples a minimum of 2 rows.

* Always Auto-Select Outlier Threshold
Check this if you want the tool to automatically calculate the Outlier Maximum Distance value for
each image. If this is not checked, click the Train button to calculate the distance for the current
image.
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¢ Outlier Distance

Outlying points beyond the Maximum Distance from the found line are not included in the line.

e Train

Click the Train button to calculate the Maximum Outlier Distance for the current image. The button is
disabled if Always Auto-Select Outlier Threshold is checked.

Pass/Fail

1.

On the Pass/Fail panel, adjust the Filters, Outputs, and desired Feature settings to provide the desired
output.The tool will pass or fail based on these settings.

Filter
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¢ Filter: Feature

Straightness Error: This is the maximum amount the found line can deviate from a straight line (0
indicates a straight line).

Longest Gap: This is the maximum gap allowed between fitted points along the found line. Gaps are
formed by missing edge points or outliers caused by bumps or breaks in the edge. Gaps must exceed
this max length to be detected. If any gaps are detected, then the tool fails. If this value is less than
1.5*Sampling Rate*pixel_size, then the larger value is used instead.

% Out of Tolerance: The percent of the edge points that can be out of tolerance. A point is out of toler-
ance if it is not found or it is an outlier.

Display Output Origin:
The origin produced from the found line is displayed. The tool runs faster if Display Output Origin is
not enabled.

Length: Feature

Length: If the found line’s length exceeds this value, the tool fails. The parameters are minus, nomi-
nal, and plus.

Angle: If the found line’s Output Origin exceeds this angle, in degrees, the tool fails. The parameters
are minus, nominal, plus, include end, and include start.

Display

See “Display panel” on page 3-24.

How the Line Find tool works

This tool can find a line by locating multiple points on an edge and fitting them; find two lines and report the
center line between them; and pass or fail based on the length, angle, straightness error (average fitting
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error), and maximum gap length of the found line. It can only find one line or one pair of leading and trailing
lines.

Edge Points

Outlier Points

—

3-93

Above is an example of an image after the tool has run (some features have been removed in each example
for clarity). The magenta dots are the edge points, the yellow dots are the outlier edge points, and the green
line is an output that lies on the fitted line and extends from the first fitted point to the last fitted point, as
they are projected to the fitted line. The output origin is centered on the fitted line and at the same angle.

When the tool runs it performs the following operations:

1. Runs an Edge Point Find tool algorithm on each row of the wide line ROI and then does a linear
regression on the points that are found.

2. For Dark Line type it finds the First Falling edge. For Bright Line type it finds the First Rising edge.
For Center of Dark Line type it finds the strongest Falling/Rising pair. For Center of Bright Line type
it finds the strongest Rising/Falling pair.

3. The regression algorithm fits all the found edge points to a line and then iteratively reduces the
weights of points outside the Outlier Distance Threshold. For Center type finds, it fits the rising points
to one line and the falling points to another and then averages the two lines to create the output Line
Segment.

4. The output Line Segment and Gaps are found by projecting the non-outlier points to the fitted line and
sorting along the line. The output line segment extends from the first to the last points on the fitted
line. The gaps are the distance between adjacent points on the fitted line.

5. The output Origin is centered on the output Line Segment. The Origin is displayed only when the Dis-
play Output Origin check box in the Setup Pass/Fail panel is checked.

6. The Straightness Error is the average error of all the non-outlier points.

Edge Detection Method

Gradient Edges: Grey Levels in an image range from 0 to 100 percent (0 to 255 grey levels). A gradient
indicates a rate of change. When you choose this setting, the tool compares the value of each pixel along the
edge to its neighbor. A greater value indicates a positive gradient (dark to bright). A lesser value indicates a
negative gradient (bright to dark). The difference between the two values indicates the steepness of the gra-
dient (no difference indicates no gradient). The Fixed Gradient Threshold Percentage or Edge Detection
Sensitivity input property determines the minimum steepness of the edge the tool should find. A larger
threshold number or higher sensitivity means the tool only finds edges with a steeper gradient. In some cases
Gradient Edge detection can find extra edges in the flat parts of a noisy image where Grey Level detection
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offers better control. However, if there is extra noise in the edge you are trying to find, this method probably
provides more consistent results.

Image edges ——p

Rising Gradient

Edge Found ™y

Thresholds <__ —

Grey Level Edges: Grey Levels in an image range from 0 to 100 percent (0 to 255 grey levels). When you
choose this setting, the tool measures the grey level of each pixel along the edge. The Fixed Grey Level
Threshold Percentage or Edge Detection Sensitivity input property determines the grey level value at which
edges are found. For example, if one pixel’s grey level is less than the threshold and the next pixel’s grey
level is greater than the threshold, then a rising edge is detected. The threshold value is related to the differ-
ence in brightness or darkness of the object rather than the steepness of the edge. This setting works some-
what better than Gradient Edges when the edge is a gradual slope, the flat parts of the image are noisy, or
you are trying to find more subtle edges.

Gradient

e

Falling Edge
Not Found

Image edges

Rising Edge

found \ -

Threshold —>

«4—— Crey Levels

\ Falling Edge

found

Origin Tool

In the Locating Drawer

The Origin tool uses from one to three line ROIs to locate image edges. These edges provide an origin point
and angle for other tools to use as a reference point to locate the parts of the image you want to inspect. Use
this tool when the parts of the image to be inspected may move within the image window. After the tool is
trained and run, the Output Origin can be linked into the Tool Origin property of other tools.

Notes: When a tool with a Tool Origin input property is put in a task, that input property value is linked to
the same value that was last used by other tools in the task.

The Origin tool, unlike other tools, clips ROIs that fall partially off the image. Since it is a locating tool and
its ROIs can dynamically position relative to each other, ROI off-image situations can happen and not be
errors.

A Setup is available for this tool, which simplifies tool configuration. Click the Setup tab to use it.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space. Type or link a value
into this property if you are trying to find an origin relative to another tool.

Datalogic S.r.l.
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Input Name

What it is

Origin Type

One Direction: Primary ROl is used

One Direction And Angle: Primary and Secondary ROls used

Two Directions: Primary and Perpendicular ROls used

Two Directions And Angle: Primary, Secondary, and Perpendicular ROls
used

Relative ROI Posi-
tioning Method

No Relative ROI Positioning: Each ROl is positioned based on edges
found

Find Primary Edge, Then Position Perpendicular ROI: When the Primary
ROl is positioned, and a point is found, the Perpendicular ROI is posi-
tioned relative to the found point

Find Perpendicular Edge, Then Position Primary ROI: When the Perpen-
dicular ROl is positioned, and a point is found, the Primary ROI is posi-
tioned relative to the found point

Primary ROI This is the primary locator ROI. Use this ROI alone if you are searching
for a single edge in one direction. Place it perpendicular to the edge you
want to find.

Primary Object The object color for the Primary ROI to find. Edges are found using a

Color to Find blob edge detection method.

Primary Threshold Adaptive or Fixed - See “Threshold Method” on page 3-101 for more

Method details.

Primary Fixed
Threshold Percent-
age

The percentage grey level threshold value used when fixed threshold
method is selected

Primary Adaptive
Threshold Offset

If Adaptive Threshold Method is selected, this offset is added to the
adaptive threshold. This setting allows you to weight the adaptive thresh-
old up or down.

Primary Noise
Level

The amount of background noise present in the image.

The No Noise setting allows the tool to find edges that are close together
since there isn’t as much background noise in the image.

The Very High Noise setting means there is more noise in the image so
it's harder for the tool to find edges that are close together (edges along
the ROI must be farther apart).

Primary Centering
Method

See “Centering Method” on page 3-100

Primary Point Num-
ber

The point on the Primary ROI used for the origin, numbered from the cir-
cle end of the ROI. Also see “Centering Method” on page 3-100.

Primary Point Num-
ber for Centering

See “Centering Method” on page 3-100

Primary Edge Pat-
tern

See “Primary, Secondary, Perpendicular Edge Pattern” on page 100.

Secondary ROI

Use this ROl in addition to the Primary ROI if you want to locate two
places along one edge. Draw it parallel to the primary ROI.
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Input Name

What it is

Secondary Uses

If True, the Secondary ROl uses the same threshold property settings as

Primary Threshold the Primary ROI

Settings If False, the Secondary ROI uses its own settings

Secondary Object The object color for the Secondary ROI to find. Edges are found using a
Color to Find blob edge detection method.

Secondary Thresh- | Adaptive or Fixed - See “Threshold Method” on page 3-101 for more
old Method details.

Secondary Fixed
Threshold Percent-
age

The percentage grey level threshold value for fixed threshold method

Secondary Adap-
tive Threshold Off-
set

If Adaptive Threshold Method is selected, this offset is added to the
adaptive threshold. This setting allows you to weight the adaptive thresh-
old up or down.

Secondary Noise
Level

See “Primary Noise Level” on page 3-95.

Secondary Center-
ing Method

See “Centering Method” on page 3-100

Secondary Point
Number

The point on the Secondary ROI used for the origin, numbered from the
circle end of the ROI. Also see “Centering Method” on page 3-100.

Secondary Point
Number for Center-

ing

See “Centering Method” on page 3-100

Secondary Edge
Pattern

See “Primary, Secondary, Perpendicular Edge Pattern” on page 100.

Perpendicular ROI

Use this ROI in addition to the Primary ROI if you want to locate two
edges in two directions. Use it with the Primary and Secondary ROls if
you want locate two places along one edge, with an angle. Draw this
ROI perpendicular to the Primary and/or Secondary ROls.

Perpendicular Uses
Primary Threshold
Settings

If True, the Perpendicular ROI uses the same threshold property settings
as the Primary ROI
If False, the Perpendicular ROI uses its own settings

Perpendicular
Object Color to Find

The object color for the Perpendicular ROI to find. Edges are found
using a blob edge detection method.

Perpendicular
Threshold Method

Adaptive or Fixed - See “Threshold Method” on page 3-101 for more
details.

Perpendicular Fixed
Threshold Percent-
age

The percentage grey level threshold value for fixed threshold method

Perpendicular
Adaptive Threshold
Offset

If Adaptive Threshold Method is selected, this offset is added to the
adaptive threshold. This setting allows you to weight the adaptive thresh-
old up or down.
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Input Name

What it is

Perpendicular
Noise Level

See “Primary Noise Level” on page 3-95.

Perpendicular Cen-
tering Method

See “Centering Method” on page 3-100

Perpendicular Point
Number

The point on the Perpendicular ROI used for the origin, numbered from
the circle end of the ROI. Also see “Centering Method” on page 3-100.

Perpendicular Point
Number for Center-

ing

See “Centering Method” on page 3-100

Perpendicular Edge
Pattern

See “Primary, Secondary, Perpendicular Edge Pattern” on page 100.

Subpixel Method

The type of subpixel averaging
The grey levels of one or more adjacent pixels (3, 5, 7, or 9) around an
edge point are used to interpolate the edge to a fraction of a pixel

Subpixel Position

The subpixel position for edges that are not well defined. See “Subpixel
Position” on page 3-209.

Subpixel Search
Distance in Pixels

The maximum distance, in pixels, that the subpixel algorithm searches
from the threshold edge for the subpixel edge. See “Subpixel Search
Distance” on page 3-180.

Use Reference Ori-
gin

If True, the Reference Origin is used to determine the Output origin.

Reference Origin

This is the desired position for the Origin on the displayed image. Move
the Reference Origin to the desired position on the image, then press the
Train button. The tool calculates the offset between the current found
Origin and the Reference Origin, and uses that offset for all subsequent
found origins.

Output Name

What it is

Success

If True, an origin was found

Output Origin Rela-
tive to Tool

The found origin, relative to the Tool Origin, if any.

Output Origin Rela-
tive To RWC

The found origin, relative to the entire image space.

Primary Points
Found

The number of points found on the Primary ROI.

Secondary Points
Found

The number of points found on the Secondary ROI.

Perpendicular
Points Found

The number of points found on the Perpendicular ROI.

Points Found

A list of the points found on all ROls
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Output Name What it is

Relative ROI Origin | The origin based on Relative ROI positioning. (See Relative ROI Posi-
tioning Method property)

How to Set Up the Origin tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale
images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

Method

1. On the Method panel, select how the tool should create the origin. Each method uses one or more ROIs
(Primary, Secondary, and Perpendicular) to find edges in the image. Use the method that works best for
the feature you are trying to find.

Oire Direncbiom Dwection and Anglo

Two Dueclions Two Dinecctions and Angle

Chigpin

Primmary RO %  Secondary ROT Perpendicular ROL —3%

ROI and Pass/Fail

1. On the ROI panel, move and adjust each of the ROISs so that they cross the parts of the image you want
to find. To adjust the settings for each ROI, select the appropriate tab. In these examples, the ROIs for
each method and the produced origin are shown.

I _ i?li

One Direction Two Directions
I Il
f i . . i =)
Direction and Angle Two Directions and Angle
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2. Primary, Secondary, and Perpendicular ROI

The Primary ROI is colored orange in the image window. This is the only ROI used for the One Direc-
tion method.
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Find Objects That Are Bright/Dark
Select the type of edge transition that you want the ROI to find. Edges are found using a blob edge
detection method.

Grey Level Edges

The tool uses grey levels to find edges. If you want to adjust the Grey Level Threshold manually,
check Adjustable Threshold and use the Grey Level Threshold Percent slider to adjust the range that
the tool uses.

Uses Primary Threshold Settings
Secondary and Perpendicular ROIs only.
When this box is checked, these ROIs use the same Threshold Settings as the Primary ROI.

Centering Method
See “Centering Method” on page 3-100.

Select Point
Click the Select Point button, then click a point on the ROI, or enter a value in the field. Select Points
are always numbered from the circle end of the ROI. See “Centering Method” on page 3-100.

Select Centering Point

Click the Select Centering Point button, then click a point on the ROI, or enter a value in the field.
Select Centering Points can be numbered from the circle or arrow end of the ROI, depending on the
Centering Method. See “Centering Method” on page 3-100.

Subpixel Method
See “Subpixel Method” on page 3-180.

Subpixel Position
The subpixel position for edges that are not well defined. See “Subpixel Position” below.

Display

See “Display panel” on page 3-24.

Subpixel Position

The subpixel position gives you greater control over subpixel position for edges that are not well defined.
The bottom, middle, and top of the edge are determined by the direction of the ROI and the Subpixel Posi-
tion setting. (See the examples below.) There are three settings:

1.

3-99

Middle of Step Edge: This is the default setting and the correct choice for most cases. The tool finds
the steepest part of the edge (the area with the greatest grey level change).
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2. Bottom of Ramp Edge: This setting finds the beginning of the edge.

3. Top of Ramp Edge: This setting finds the end of the edge.

In the following examples, the edge of the part is not well defined because it is rounded and therefore
becomes darker near the edge. The Middle of Step Edge setting finds the steepest part of the edge which
actually occurs inside the part in this case. The Bottom of Ramp Edge setting finds the beginning of the ris-
ing edge, which is the desired edge in this case. The Top of Ramp Edge setting finds the end of the rising
edge, which is quite poorly defined in this case. The bottom, middle, and top of the edge are determined by

the direction of the Wide Line ROI and the Edge Polarity setting.

Direction of

Edge Detection Middle of Step Edge Setting

Bottom of Step Edge setting

Direction of
Edge Detection

Top of Step Edge Setting

Primary, Secondary, Perpendicular Edge Pattern

The tool ROIs detect patterns of transition from dark to light (rising) or light to dark (falling), depending on
this property. For instance, the setting "Rising Only" finds only transitions in the image that change from
dark to light. The found pattern is also affected by the "...Object Color to Find" property. The origin is
located on the first transition of the selected type.

Alternating Falling/Rising: Detects both dark to light and light to dark transitions
Rising Only: Detects only dark to light transitions

Falling Only: Detects only light to dark transitions

Central Rising Edge: Detects the central point of the dark to light transition
Central Falling Edge: Detects the central point of the light to dark transition
First Rising Edge: Detects the first dark to light transition

First Falling Edge: Detects the first light to dark transition

Automatic: Detects transitions based on the "...Object Color to Find" property setting

Centering Method
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There are two ways to select a point on the ROI.
1. Click the Select Point or Select Centering Point button, then click the desired point on the image.

2. Enter a value in the Select Point or Select Centering Point field. Select Points are always numbered
from the circle end of the ROI. Select Centering Points can be numbered from the circle or arrow end
of the ROI, depending on the Centering Method.

No Centering: This mode always uses the ROI’s Select Point value for the origin. Points are numbered from
the circle end of the ROI.

Center With Centering Point Numbered From Start: The Select Point value is used to determine the
starting point for centering the origin on the selected ROI. Select Points are always numbered from the cir-
cle end of the ROI. The Select Centering Point value is used to determine the ending point for centering the
origin. In this mode, Select Centering Points are numbered from the circle end of the ROL.

For example, if the Select Point value is one, and the Select Centering Point value is five, the origin is cen-
tered on the selected ROI between points one and five counting from the circle end of the ROL

Center With Centering Point Numbered From End:

The Select Point value is used to determine the starting point for centering the origin on the selected ROI.
Select Points are always numbered from the circle end of the ROI. The Select Centering Point value is used
to determine the ending point for centering the origin. In this mode, Select Centering Points are numbered
from the arrow end of the ROI.

For example, if the Select Point value is one, and the Select Centering Point value is five, the origin is cen-
tered on the selected ROI between point one (counting from the circle end of the ROI) and point five (count-
ing from the arrow end of the ROI).

To center the origin between the end points of an ROI
1. Select Centering Method - Center With Centering Point Numbered From Start.
2. Click Select Point and select the first found point on the ROI.
3. Click Select Centering Point and select the last found point on the ROI.

Threshold Method

Adaptive Threshold: The tool finds the peak grey level and automatically sets the threshold between the
dark and bright areas of the image depending on the statistics of the two areas. It then checks where pixels
fall within that range of grey levels to find edges. You can also apply a threshold offset to weight the adap-
tive threshold up or down. This threshold type allows the system to ignore small fluctuations in lighting,
since the threshold moves automatically.

Fixed Threshold: The threshold is fixed at the Fixed Threshold Percentage value.

Dark Bzl

Threskold
Walue

Display
See “Display panel” on page 3-24.
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Pinpoint Pattern Find

In the Locating Drawer

¢
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The Pinpoint Pattern Find™ tool uses a train region to create a pattern (or model) from part of an image.

When the Pinpoint Pattern Find tool runs, it uses correlation, contour, or edge matching routines to find one
or more matches to the trained pattern. It then calculates best-match scores and provides those scores and the
x-y coordinates of the found patterns as one or more origin outputs.

This tool does not automatically find pattern matches in "mirrored" images.

See “How to Set Up the Pinpoint Pattern Find tool” on page 3-106.

Input Name What it is
Input Image The image being inspected
Tool Origin The tool’s origin relative to the entire image space

Train Shape List

The region of the image used to train the pattern. You can define multiple
shapes and exclude parts of a shape. The train shape must be smaller
than the Find Shape.

Find Shape List

The region of the image to search for the trained pattern.You can define
multiple shapes and exclude parts of a shape. The Find shape must be
larger than the Train Shape. If no Find Shape List is defined, the entire

image is searched.

Edge Detection
Sensitivity When
Training

Controls the edge gradient threshold, which indicates sensitivity to noise
in the image, during training. Higher settings detect more weak edges
but cause the tool to run slower.

If the tool fails, the pattern may include edges that are not reliably seen
in all images of the object.

Fixed Edge Thresh-
old When Training

The grey level threshold value to use when Fixed Threshold is selected
for Edge Detection Sensitivity When Training. A larger number rejects
edges that are not well defined.

Percent Of Train
Edge Threshold To
Use When Finding

This setting is used to calculate the gradient threshold for edge finding
when the tool searches for the pattern. To save time, the threshold is cal-
culated once for each image using the Edge Detection Sensitivity When
Training property.

The tool then takes a percentage of that property value and uses that
value for the edge finding threshold when searching.

For example, if this property is 75%, the edges on the pattern edges are
found if their contrast is 75% of the contrast of the trained pattern.

A smaller number causes more edges to be detected, because the cal-
culated gradient threshold is lower.

Optiimization Level

Optimizes tool function for speed or robustness.
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Input Name

What it is

Angle Range Pat-
tern

The maximum possible range of rotation of the image in relation to the
trained pattern.

No Rotation: This is the fastest setting

+ - A Few Degrees: uses the Angle Range property value

0 And 180 + - A Few Degrees: uses the Angle Range property value plus
180 degrees. For example, if the Angle Range is -5 and 5, the tool
searches for patterns rotated from -5 to +5 and 175 to 185 degrees.

Full 360 Degree Range: Searches for all rotations. (The Angle Range
property does not need to be set.)

If a pattern is not found, it could be because the image is rotated beyond
this Angle Range.

Angle Range

This is the maximum start and end angle, in degrees, that the tool
searches in the image for a match of the trained pattern when the Angle
Range Pattern property is set to + - a Few Degrees. Typically this value
is -5 and 5, indicating that the image may rotate up to 5 degrees counter-
clockwise or clockwise from the trained pattern.

Angle Range Step
Type

When searching for rotated patterns, the tool searches at specific rota-
tions within the Angle Range, separated by the Angle Range Step.
Fixed Steps: Enter the step value in the Angle Range Step property.
Automatic Steps: Angle Range steps are calculated automatically when
the pattern is trained. The value is reported in the Actual Angle Range
Step output property.

Angle Range Step

The value to use for the Angle Range Step Type property when Fixed
Steps is selected. The value is in degrees. If the tool misses patterns at
certain rotations, use a smaller value. The tool runs faster with a larger
value.

Enable Angle Filter

If True, the Angle Filter Range property is active.

Angle Filter Range

This property is used to filter the match results, so that found matches
with an Origin angle outside this range are ignored.

You can specify an Angle Range Pattern of Full 360 Degree Range and
then specify a smaller range for this property so that the Pass or Fail for
each one is based on the filtered angle.

Scale Range Pat-
tern

This property is disabled and has no function.

Scale Range

This property is disabled and has no function.

Scale Range Step
Type

This property is disabled and has no function.

Scale Range Step

This property is disabled and has no function.

Edge Match Bin-
ning Size

The number of pixels to group with the Edge Match algorithm.

Minimum Match
Score

The tool passes if a pattern is found in the Search region that has a
match score greater than or equal to this value (0 to 100). This value
also determines which found patterns pass or fail.
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Input Name

What it is

Model Reference
Origin Placement

Train Region Center: The output origin is located in the center of the
train region

Train Region Upper Left Corner: The output origin is located in the upper
left corner of the train region

Use Model Reference Origin: The output region is relative to the Model
Reference Origin. Drag the Model Reference Origin to the desired point
on the image and then retrain the tool.

Model Reference
Origin

This origin is used when the Model Reference Origin Placement property
is set to Use Model Reference Origin.

Number To Find

This property is a counter, it does not determine whether the tool passes
or fails. The tool searches the image for all pattern matches, then reports
the location and score of all the found matches, up to the Number to Find
property value. When multiple matches are found, they are listed in the
corresponding passing or failing output property. The tool passes if it
finds at least one pattern with a match score greater than the Minimum
Match Score.

Increasing this value can increase the tool’s execution time.

Algorithm Type

See “Algorithm Type” on page 3-109.

Pose Refinement

If Enabled, the Pose Refinement step works by fine tuning the angle and
the x and y position (and then the angle again in some cases). When the
Contour Match algorithm is used, and Pose Refinement is disabled, the
output score is computed using correlation.

Pattern Model

Use this input to link a pattern from another Pinpoint Pattern Find tool for
sharing or to modify a pattern during runtime using a Data Set tool.

Maximum Model
Memory (MBytes)

The maximum amount of memory to use to create and store the pattern.
Patterns can be large if many scale and angle steps are used. If the
vision program is running out of memory, try reducing this number. This
increases the tool’s execution time. The Model Memory Used output
contains the amount of memory currently being used.

Position Accuracy

Fast Pixel-Level Accuracy: The tool uses complete pixels to find edges.
The tool runs faster with this setting.

Subpixel Accuracy: The tool uses subpixel (1/8 pixel) accuracy to find
edges. The tool runs more slowly using this setting.

Enable Image Edge
Points Output

If True, a list of all the edge points found in the Find ROI are put in the
Search Image Edge Points output property. Enabling this input causes
the tool to take more time, but it helps when you are debugging problems
and configuring edge detection settings.

Enable Tool Time-
out

If True, the Tool Timeout property is active.

Tool Timeout
(msec)

If active, tool execution will stop when the tool execution time exceeds
this value. Any matches found up to that point are reported.

Datalogic S.r.l.
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Output Name What it is

Passed When at least one pattern with a score greater than or equal to the Mini-
mum Match Score is found, this property is True.

Output Best Origin The Output origin, relative to the tool origin input property, calculated
from the found pattern with the highest Match Score.

Output Best Origin The Output origin, relative to Real World Coordinates, calculated from
Relative to RWC the found pattern with the highest Match Score. This is the output that
should be linked to the tool origin input of other tools to position their
regions of interest.

Output Best Scale The amount of scaling in the found pattern with the highest Match Score.

Output Best Score The best match score greater than the Minimum Match Score (1 to 100).

Output Origin List A list of Output origins, relative to the tool origin input property, calcu-
lated from the found patterns with passing Match Scores.

Output Origin List A list of Output origins, relative to Real World Coordinates, calculated

Relative to RWC from the found patterns with passing Match Scores.

Output Scale List A list of the scaling values used in the found patterns with passing Match
Scores.

Output Score List A list of the match scores in the found patterns with passing Match

Scores. These scores are calculated as a normalized correlation score
of the pattern and image pixels.

Failing Output Ori- A list of Output origins, relative to the tool origin input property, calcu-

gin List lated from the found patterns with failing Match Scores.

Failing Output Ori- A list of Output origins, relative to Real World Coordinates, calculated
gin List Relative to from the found patterns with failing Match Scores.

RwWC

Failing Output A list of the scaling values used in the found patterns with failing Match
Scale List Scores.

Failing Output A list of the match scores in the found patterns with failing Match Scores.
Score List These scores are calculated as a normalized correlation score of the

pattern and image pixels.

Model Display The list of pattern edge points in the current image. If you want to show
Points the pattern on a Control Panel, use this list. The points are relative to the
input tool origin. If the pattern is scaled, then the pattern points are corre-
spondingly scaled to line up with the image. If multiple patterns were
found in the image, then pattern points are repeated at each location.

Model Display The state (passing or failing) of the list of points in the Model Display

Points State List Points property. When this property is linked to a Control Panel, it dis-
plays the Model Points in red and green.

Model Memory The amount of memory used by the trained model, in Megabytes.

Used

Actual Angle Range | The value used for the Angle Range Step Type property
Step
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Output Name What it is

Step

Actual Scale Range | The value used for the Scale Range Step property

Search Image Edge | The list of edge points that were found in the Find Shape List. This list is
Points

present only if the input Enable Image Edge Points Output is True.

How to Set Up the Pinpoint Pattern Find tool

General

1.

Image: To use a different image source, click the Link button. The tool works only with greyscale
images.
Origin: Since this is primarily a locating tool, the tool origin should usually be 0,0,0. If there is a tool

with an output origin above this tool in the task tree, an origin may be automatically linked. Click the
link delete button to delete the link and set the origin to 0,0,0.

Train ROI

1.

Datalogic S.r.l.

ROI: On the Train ROI panel, move and adjust the Train ROI so that it encloses the part of the pattern
you want to find in the image. The default shape list is a rectangle that you can move and size. You can
also create complex shapes by using circles, polygons, and exclusion regions. In this example, the
Train ROI includes the entire center portion of the image. You can also create exclusion regions within
an ROL. For example, if the text is not part of the image to inspect, click the Create Rectangle ROI icon
on the left side of the image window to create an exclusion region.
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Train: Click the Train button to train the tool. After you make any changes to the settings or ROIs on
this panel, you need to train the pattern. If you try to leave the Train ROI panel without training the
tool, a warning is displayed. After the tool is trained, the found pattern is displayed as edge points over-
laid on the image. In the example below, the entire center portion of the image inside the Train ROI,
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minus the text, is the trained pattern. The pattern’s edge points may have gaps in them. These are a nor-
mal feature of the tool caused by a statistical data reduction process that increases execution speed.
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4. Possible Rotations: The Possible Rotations setting determines how the tool deals with image rotation.
Use the No Rotation option if the image does not rotate. This is the fastest mode as most applications
do not involve rotation.

Use the “+- A Few Degrees” setting if the part can rotate a small amount. The tool searches for patterns
rotated from -5 to +5 degrees. You can change the Start and End rotation if necessary.

Use the “0 And 180 +- A Few Degrees” option if some parts can be oriented two ways — as trained or
rotated 180 degrees. The tool searches for patterns rotated from -5 to 5 degrees and 175 to 185 degrees.
Use the “Full 360 Degree Range” setting for fully rotating parts. You should only use this option for
parts that can be oriented at any angle. This option takes longest to execute and there is a greater risk of
false matches if the search range is too large.

Possible Scaling: The scaling setting is disabled since it has no effect.

Optimization: The tool can be optimized for speed or for robustness. Generally a balance between the
two works best. If results are inconsistent, increase the setting toward Robustness.
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7. Reference Point Placement: The tool’s output origin is normally positioned at the center of the Train
Shape ROI. You can also place the origin in the upper left corner of the ROI, or position it manually by
dragging and rotating the blue Reference Origin. Here are three examples.

gy jm—

Center Reference Point Upper Left Reference Point Manual Reference Point

8. Edge Detection: This is an automatic adaptive threshold setting that adjusts to the content of the cur-
rently trained image. The More setting makes the tool more sensitive so that it detects more edges. The
Fixed setting enables the Threshold slider. With this slider you can set a fixed gradient threshold value
for detecting edges. For example, a value of 20 means that edges that have a contrast of 20% of the
range between black and white are found. The Fixed setting gives you greater control, but may require
further manual adjustment when you train on a different image or change lighting.

Search ROI and Pass/Fail
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1. After the pattern is trained, click the Search ROI and Pass/Fail button to configure the Search ROI. By
default, the ROI is a large rectangle that includes nearly the entire image because the Search ROI must
be larger than the Train ROL
The tool execution time is fastest when you use a rectangular Search ROI that is parallel to the image.
You can use any shape for the Search ROI including polygons, circles, and exclusion regions. If no
Search ROI is defined, the entire image is searched.

2. Pass/Fail Result: The tool runs automatically and updates the panel whenever you change the Search
RO, any settings on this panel, or a new image is acquired. The result is indicated by the Pass/Fail
field just below the image.

The Pass/Fail result of each found pattern is shown on the image with green or red edge points. If mul-
tiple patterns are found, those with a match score greater than or equal to the Minimum Match Score
are shown in green. Patterns with a match score less than the Minimum Match Score are shown in red.
The Origin is displayed only for the pattern with the highest match score. To display the pattern on a
control panel, use the tool’s Model Display Points property.

3. Minimum Score: The match score is a normalized correlation of the found pattern and the image at
the pattern’s location. The Actual value shows the match score for the pattern with the highest score.
The Minimum Score is the lowest match score possible for a pattern to pass. If there are no patterns
found with a passing score, the patterns are displayed, but the tool fails. Use the failing pattern and
Actual score to adjust the Minimum Score to get a passing result. If the Number To Find is greater than
one, then the highest score is shown in the Actual value.

4. Number To Find: This property is a counter, not a pass/fail property. By default, the tool reports just
one instance of the pattern with a match score greater than the Minimum Match Score. To report multi-
ple instances, enter the desired number in this field.

The tool searches the image for all pattern matches, then displays the patterns for all the found
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matches, up to the value of this property. When multiple matches are found, they are listed in the corre-
sponding passing or failing output property. The tool passes if it finds at least one pattern with a match

score greater than the Minimum Match Score.
Increasing this value can increase the tool’s execution time.

5. Possible Scaling: Scaling is disabled since it has no effect.

6. Position Accuracy: Choose whether to find the pattern location to pixel level accuracy or subpixel
accuracy. The tool runs faster using pixel level accuracy.

7. Edge Detection Sensitivity: This setting is used to calculate the gradient threshold for edge finding
when the tool searches for the pattern. To save time, the threshold is calculated once for each image
using the setting on the Train ROI panel called Edge Detection Sensitivity. The tool then uses a per-
centage of that value for the edge finding threshold when searching.

A setting toward the More end causes more edges to be detected because the calculated gradient
threshold is lower.

8. Show Image Edge Points: When you check this box, all the edge points found in the Search ROI are
displayed in the image. This causes the tool to take more time, but it helps when you are configuring
edge detection settings and debugging pattern find problems.

Display
See “Display panel” on page 3-24.

Algorithm Type

When the tool runs, it uses edge detection and edge matching to find candidate match locations, followed by
correlation based final placement and scoring. The model contains both edge point lists and greyscale corre-
lation models to support both stages of the search. Edge matching is the default first stage operation because
it is fast, especially for rotated objects. However, edges are inherently variable and noise-sensitive features,
so the edge matching is complemented with correlation in the final match stages to give robust final place-
ment and scoring results.

¢ Correlation: Correlation is used to find candidate match locations in the image. This setting may be
useful for patterns that have weak and variable edges or for very small objects.

* Edge Match: Edge matching is fast, especially for rotated objects. Since edges are inherently variable
and noise-sensitive features, correlation may work better in some cases. This setting may be useful for
patterns that have weak and variable edges or for very small objects.

¢ Contour Match: This algorithm uses edges for matching, like Edge Match, but it directly matches
model and image edge points without searching through all possible rotations and offsets. This means
it not necessary for the tool to use angle range steps during processing. Since model data is not stored
at each step, the tool uses less memory.

Feature Finding Drawer

Average Gradient

In the Feature Finding Drawer
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The Average Gradient tool is used to measure edge point sharpness in the region of interest (ROI). The
larger the Average Gradient Result, the more sharply the image edge is focused.

Input Name What it is

Input Image The image being inspected

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to search. If no shape is defined, the

entire image is processed.

Percent of Stron-
gest Edgels

The number of edge transitions that should be averaged into the result.
A lower number includes fewer edges.

Output Name

What it is

Average Gradient
Result

Grey level gradient in the ROI (in percentage)

Average Intensity

In the Feature Finding Drawer

The Average Intensity tool calculates the average grey level intensity of pixels in one or more ROls, calcu-
lates whether that intensity is within a user-specified tolerance, then passes or fails each ROI, and the tool,

based on that calculation. See “How to Set Up the Average Intensity tool” on page 3-112.

Input Name What it is

Input Image The image being inspected

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired regions of the image to search. If no shapes are defined, the

entire image is processed.

Shape List ROI
Type

Each Shape is separate ROI: Each shape is processed as a separate
ROL.

ShapelList is One ROI: The tool calculates average intensity as if there is
only one ROI, no matter how many ROIs are used. The tool averages all
the pixels from all the ROIs together and produces one Average Intensity
and one Passed result. The Average Intensity and Passed Lists are one
value long.

Tolerance Type

Use Uniform Tolerance: See the Uniform Tolerance property

Use Nominal Intensity List and +- tolerances: See Nominal Intensity List
property

Use Tolerance List: See Tolerance List property

Datalogic S.r.l.
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Input Name

What it is

Uniform Tolerance

If Tolerance Type is Use Uniform Tolerance, this tolerance value is
applied to the average intensity of each of the ROls.

Use this value when there is one ROI or all ROls are expected to have
the same intensity.

Click Train to set this value to the overall average intensity of all the
ROls.

The parameters are minus, nominal, and plus.

Nominal Intensity
List

If the Tolerance Type is Use Nominal Intensity List and +- tolerances, this
list of values is used as the Nominal Intensity value for each of the ROls.
The Plus and Minus Tolerance values are applied to each Nominal value
in the list to set the allowed average intensity for each ROI.

Use this mode when each ROl is expected to have a different intensity,
but you want Plus and Minus Tolerances that apply to all ROls, even as
you add them.

Click Train to recalculate the values in this list. If this property is linked,
training has no effect.

Plus Tolerance

This value is used as the Plus tolerance for all the values in the Nominal
Intensity List and the initial Plus tolerance for the values in the Tolerance
List.

Minus Tolerance

This value is used as the Minus tolerance for all the values in the Nomi-
nal Intensity List and the initial Minus tolerance for the values in the Tol-
erance List.

Tolerance List

If the Tolerance Type is Use Tolerance List, this list of values, along with
the Plus Tolerance and Minus Tolerance values, is used as the Nominal
Intensity value for each of the ROls.

Use this mode when you want to set the plus and minus tolerance of
each ROI separately.

Click Train to recalculate the nominal value of each tolerance in the list.
You must adjust the Plus and Minus Tolerance manually. If this property
is linked, training has no effect.

Number of ROIs
Allowed to Fail

If the number of ROls that fail is greater than this value, the tool fails.

Intensity Offset

This value is added to the Average Intensity Result for each ROI.

Enable Difference
List Out

If True, the Intensity Difference List is generated.

Output Name

What it is

Average Intensity
Result

Average grey level intensity of all pixels in all ROIs

Intensity Difference

The positive or negative difference between the Average Intensity Result
and the Uniform Tolerance nominal value, regardless of the Tolerance

type
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Output Name What it is

Intensity Offset Out- | The negative value of Intensity Difference. This value can be linked to

put the Intensity Offset input property of another Average Intensity tool to off-
set light level changes.

Average Intensity The calculated Average Intensity of the ROls

List

Intensity Difference | A list of the positive or negative differences between the measured inten-

List sity and the Tolerance nominal value for each ROI

Passed If True, all the ROIs were within tolerance and no error occurred.
Passed List The Pass or Fail result of each ROI.

Number of Fails The number of ROIs that failed.

Datalogic S.r.l.

How to Set Up the Average Intensity tool

General

1.

Image: To use a different image source, click the Link button. The tool works only with greyscale
images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.
ROI & Pass/Fail
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1. Position one or more ROIs over the area of the image you want to inspect. If you want to calculate the
average intensity of the entire image, delete any existing ROIs.
2. Tolerances
* Type

Use Uniform Tolerance: Use this when there is one ROI or all ROIs are expected to have the same
intensity, or there are no ROIs and you want to calculate the average intensity of the entire image.
Use Nominal Intensity List and +- tolerances: Use this when each ROI is expected to have a different
intensity, but you want Plus and Minus Tolerances that apply to all ROIs, even as you add them.

Use Tolerance List: Use this when you want to set the plus and minus tolerance of each ROI sepa-
rately.

Train

Click this to generate a list of the ROIs and their average intensity values, along with Minus, Plus, and
Nominal values in the ROI Results table. If you have any ROIs selected, only those ROI values may
be recalculated, depending on the Tolerance type.
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* Tolerance Range

Depending on the Tolerance Type you chose, adjust the Minus, Plus, and Nominal values, if neces-
sary. To adjust a value, select the desired table row, then enter the values as follows:

Use Uniform Tolerance: adjust values in the Tolerances box fields

Use Nominal Intensity List and +- tolerances: adjust the Nominal value in the table Nominal cell,
adjust the Minus and Plus values in the Tolerances box Minus and Plus fields

Use Tolerance List: adjust all values in the Tolerances box or in the table cell

Tip: To select multiple rows, hold down the Ctrl key while you select a table row.
When you change a value, the tool runs and recalculates the results.

ROI Results
The range and average intensity is listed for all the defined ROIs. Click on an ROI in the image to
select its entry in the table.

Failed ROIs
If the actual number of ROIs that fail is greater than the allowed number, the tool fails.

Display

See “Display panel” on page 3-24.

Blob-Feature

In the Feature Finding, Flaw Detection, and Locating Drawers

See “Blob” on page 3-80.

Blob Filter

In the Feature Finding Drawer

3-113

The Blob Filter tool filters the blob’s output list for user-selected features such as size, shape, or whether any
part of the blob is filled. The included blobs are put in a filtered list that is available as an output.

Input Name What it is
Input Image The image being inspected
Tool Origin The tool’s origin relative to the entire image space

Input Blob List

List of blobs to filter

Input Shape List

List of Shapes to filter

Exclude Border
Blobs

When checked, filter excludes border blobs (see “Border Blobs” on

page 3-115)

Enable Width Filter

When checked, filters blobs within Width Range

Width Range

Blob minimum and maximum width

Enable Height Filter

When checked, filters blobs within Height Range

Height Range

Blob minimum and maximum height

Enable Area Filter

When checked, filters blobs within Area Range
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Input Name

What it is

Area Range

Blob minimum and maximum Area

Enable Filled Area
Filter

When checked, filters blobs within Filled Area Range (see “Filled Blobs”
on page 3-115)

Filled Area Range

Blob minimum and maximum Filled Area

Enable Oblong-
ness Filter

When checked, filters blobs within Oblongness Range (see “Oblong-
ness” on page 3-115)

Oblongness Range

Blob minimum and maximum Oblongness

Enable Filled
Oblongness Filter

When checked, filters blobs within Filled Oblongness Range

Filled Oblongness
Range

Blob minimum and maximum Filled Oblongness

Enable Convexity
Filter

When checked, filters blobs within Convexity Range (see “Convexity” on
page 3-115)

Convexity Range

Blob minimum and maximum convexity

Enable Filled Con-
vexity Filter

When checked, filters blobs within Filled Convexity Range

Filled Convexity
Range

Blob minimum and maximum Filled Convexity

Enable Filled Major
Length Filter

When checked, filters blobs within Filled Major Length Range (see
“Major Length” on page 3-115)

Filled Major Length
Range

Blob minimum and maximum Filled Major Length

Enable Filled Minor
Length Filter

When checked, filters blobs within Filled Minor Length Range (see
“Minor Length” on page 3-115)

Filled Minor Length
Range

Blob minimum and maximum Filled Minor Length

Enable Filled Major
Minor Ratio Filter

When checked, filters blobs within Filled Major Minor Ratio Range

Filled Major Minor
Ratio Range

Blob minimum and maximum Filled Major Minor Ratio

Rect List Range

The list of rectangles to process

Enable Filled
Perimeter Filter

When checked, filters blobs within Filled Perimeter Range

Filled Perimeter
Range

Blob minimum and maximum Filled Perimeter
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Output Name What it is

Filtered Blob List List of filtered blobs, based on input settings

Border Blobs
Border blobs are those blobs that touch the ROI.

Filled Blobs

Filled values are calculated using the entire inside of a blob, including nested blobs. A nested blob is entirely
contained inside another blob.

Oblongness

Oblongness is the relationship of the blob’s area to its perimeter squared. A perfect circle has a value of
approximately 12.5 (4 times pi) with the value increasing as the blob becomes more oblong. This value can
be calculated faster than convexity.

Convexity

Convexity is determined by calculating the area of a convex hull drawn around the blob, then dividing that
value by the area of the blob. This value increases if there are any concavities in the blob's perimeter.
Major Length

The Major Length is the length of the major axis of an ellipse having the same moments of inertia about the
major and minor axes as the blob.

Major Axis
Length

X

The Minor Length is the length of the minor axis of an ellipse having the same moments of inertia about the
major and minor axes as the blob.

Minor Length

Minor Axis
Length
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Circle Gauge-Feature

In the Feature Finding, Measurement, and Locating Drawers

See “Circle Gauge” on page 3-169.

Color Blob

In the Feature Finding Drawer

The Color Blob tool finds areas within an ROI based on the Trained Color. If it is set to find Out Of Range
m areas, it finds areas that vary from the Trained Color. If it is set to find In Range areas, it finds areas that
match the Trained Color. Impact software uses a 24-bit color system.

This tool does not use L*a*b colors like the Color Checker does because it is unreasonably slow to calculate
L*a*b color differences for every pixel.

The tool’s execution time depends on the image resolution. Very high resolution images may take a long

time.

See “How to Set Up the Color Blob tool” on page 3-119. Also see “How the Color Blob tool works” on

page 3-121.
Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space.
Shape List The desired region of the image to check.

Train Shape List

The region of the image that contains the desired color.

Shape List ROI
Type

Each Shape is separate ROI: Each shape is processed as a separate
ROI and the results are combined. This mode is faster than the other
mode if the shapes are far apart, but results are duplicated if the shapes
overlap.

Shapelist is One ROI: The Shapelist is one large rectangular ROl and
the shapes are the enabled pixels within the rectangle. The tool may be
slow if the shapes are far apart. This setting allows shapes to overlap
and form complex shapes without repeating the overlapped pixels and
duplicating results.

Blob Detect Type

Detect Out of Range: detects blobs that are outside the Maximum
Allowed Color Difference

Detect In Range: detects blobs that are within the Maximum Allowed
Color Difference

Trained Color

The Red, Green, and Blue values of the trained color.

Trained Color List

When Train Mode is set to Add To The Trained Color this contains a list
of all the trained colors. Pixels are in range if they are in range for any
color in the list.

Datalogic S.r.l.
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Input Name

What it is

Train Mode

Train a New Color: trains a new color using the current settings

Add To The Trained Color: trains a new color using the current settings
and adds it to the Trained Color List. Pixels are in range if they are in
range for any color in the list.

Color Difference
Method

Color Difference Includes Intensity: the Maximum Allowed Color Differ-
ence value uses all 3 dimensions of color and therefore includes inten-
sity differences.This setting is faster and works well when the lighting is
controlled.

Separate Color and Intensity Differences: uses both Maximum Allowed
Color Difference and the Intensity Difference Range setting. The inten-
sity and chromaticity (hue and saturation) information is separated.
Intensity Difference Range indicates the allowed variation, plus or minus,
from the trained intensity. The Maximum Allowed Color Difference indi-
cates only the allowed chromaticity difference.

Use Red, Green, and Blue Ranges: uses the Red Range, Green Range,
and Blue Range input properties

Maximum Allowed
Color Difference

This is the maximum difference allowed between a pixel color in the
inspected image area and the Trained Color.

Intensity Difference
Range

The allowed variation, plus or minus, from the trained intensity. The
parameters are start and end.

Red Range

The range used for red when Color Difference Method is set to Use Red,
Green, and Blue Ranges. The parameters are start and end.

Green Range

The range used for green when Color Difference Method is set to Use
Red, Green, and Blue Ranges. The parameters are start and end.

Blue Range

The range used for blue when Color Difference Method is set to Use
Red, Green, and Blue Ranges. The parameters are start and end.

Exclude Border
Blobs

When True, border blobs are excluded from the output list (see “Border
Blobs” on page 3-115)

Fill Blob Holes

When True, any holes in the found blobs are filled to create a single blob.
This can save time on images with many extra blobs.

Enable Width Filter

When True, blobs within the Width Range are excluded from the output
list

Width Range

Blob minimum and maximum width

Enable Height Filter

When True, blobs within the Height Range are excluded from the output
list

Height Range

Blob minimum and maximum height. The parameters are start and end.

Enable Area Filter

When True, blobs within the Area Range are excluded from the output
list

Area Range

Blob minimum and maximum Area. The parameters are start and end.
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Input Name

What it is

Required Number
of Blobs

If the number of found blobs (based on the filter settings) is within this
range, the Passed output is set to True. The parameters are start and
end.

Enable Output Blob | When True, the filtered blobs are presented in the Blob List output

List

Enable Output Area | When True, the filtered blobs areas are presented in the Area list output
List

Enable Output Cen-
troid List

When True, the filtered blobs centroids are presented in the Centroid list
output

Output Origin Type

Also see “Output Origin” on page 3-86

Centroid X, Y Only: The X and Y coordinates of the blob centroid (the
angle is ignored)

Centroid X, Y and Major Axis Angle: The X and Y coordinates of the
blob centroid and Major Axis angle in a +/- 90 degree range (useful if
blob has an oblong shape).

No Origin: No origin is presented (tool runs faster)

Centroid X, Y, and Major Axis Angle 360 Range: The X and Y coordi-
nates of the blob centroid and Major Axis angle in a 360 degree range

Filter Single Blob

This filter is applied after all the other filters

Off: Blobs are filtered and output according to all filter settings
Centermost Blob: Only the blob closest to the center of each ROl is out-
put

Largest Blob: Only the largest blob in each ROI is output

Note: If Centermost or Largest blob is selected, only passed blobs are
displayed in the image window.

Output Name

What it is

Number of Blobs
Found

The number of blobs found

Output Blob List

List of found blobs

Output Area List

List of the areas of the filtered blobs

Output Height List

List of the heights of the filtered blobs

Output Width List

List of the widths of the filtered blobs

Output Centroid List

List of the X and Y coordinates of the centroid points of the filtered blobs

Passed

If True, the number of blobs in the Output Blob List falls within the range
of the Required Number of Blobs

Output Origin Rela-
tive to Tool

The X and Y coordinates and angle of the found origin point relative to
the Tool Origin.

Output Origin Rela-
tive To RWC

The found origin point (and angle if selected) relative to the entire image
space.
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How to Set Up the Color Blob tool

General
1. Image: To use a different image source, click the Link button. The tool works only with color images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

Train ROI

Trained Color

Red Green Blue
3412 35,28 aT.25

1. Position an ROI over the area of the image that contains the color you want to train. The Red, Green,
and Blue components and color are displayed. When the desired area is covered, click the Train button.

Search ROI

| Findl Biobs That Ane In Tho Range: Explude Biota That Tosoh Bormers

Color or Inkenaity Diferencea

Color Difference Method: | Bepaate Color And |ntensity Ddfeences o

hegrrm Aflewed Colot Inte=airy Rangs

|
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1. Click the Search ROI button. Position the Search ROI over the area of the image that you want to
inspect.

* Find Blobs That Are In Range
If checked, the tool finds color areas that are within the Trained Color space.

¢ Exclude Blobs That Touch Borders
If checked, found color areas that touch the ROI are not included. See “Border Blobs” on page 3-96.

2. Color or Intensity Differences

¢ Color Difference Method
Color Difference Includes Intensity: The Maximum Allowed Color value uses all three dimensions of
color and therefore includes intensity differences.This setting is faster and works well when the light-
ing is controlled.
Separate Color and Intensity Differences: The tool uses both Maximum Allowed Color and the Inten-
sity Range settings. The intensity and chromaticity (hue and saturation) information is separated.
Intensity Range indicates the allowed variation, plus or minus, from the trained intensity. The Maxi-
mum Allowed Color indicates only the allowed chromaticity difference.
Use Red, Green, and Blue Ranges: Adjust each of the ranges to find the desired color. The component
values are listed on the Train ROI panel.
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Pass/Fail
1. Click the Pass/Fail button. The tool will pass or fail based on these settings and the found blobs.

Filtered
Blobs

Origin based on Filters
and Outputs
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Ininity

Filters: Feature
Area, Width, Height: Enter values to filter the found blobs based on their minimum and maximum

measurements. If you click on a blob in the image, the Actual measurements of that blob are dis-
played.

Filters: Single Blob

This filter is applied after all the other filters. If Centermost or Largest blob is selected, only passed
blobs are displayed in the image window.

Off: Blobs are filtered according to all the other filter settings

Centermost Blob: Only the blob closest to the center of each ROI is used.

First Blob: The tool stops processing when the first blob is found that has an area equal to or larger
than the Area Minimum value. (The Width, Height, and Area Maximum filter values are ignored. The
Exclude Blobs That Touch Borders value and Fill Blob Holes value are set to false.)

Largest Blob: Only the largest blob in each ROI is used.

Outputs

Enable Output Blob List: A list of the found blobs is produced. This list can be used in other tools.
Enable Output Area List: A list of the areas of the found blobs is produced. This list can be used in
other tools.

Enable Output Dim. List: A list of the widths and heights of the found blobs is produced. This list can
be used in other tools.

Enable Output Centroid List: A list of the center points of the found blobs is produced. This list can be
used in other tools.

Enable Output Origin: The origin produced from the found blobs is displayed. This origin can be used
in other tools. The tool runs faster if the Output Origin is not enabled. Also see “Output Origin” on
page 3-86.

Major Axis:

No Angle: The origin is the X and Y coordinates of the blob centroid (the angle is ignored).

Major Axis +- 90 Range: The origin is the X and Y coordinates of the blob centroid and the Major
Axis angle in a +/- 90 degree range (useful if blob has an oblong shape).

Major Axis 360 Range: The origin is the X and Y coordinates of the blob centroid and the Major
Axis angle in a 360 degree range.

Filtered Number of Blobs
This is the Minimum and Maximum number of filtered blobs allowed. If this range is exceeded, the
tool will fail.

Display

Datalogic S.r.l.

See “Display panel” on page 3-24.
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How the Color Blob tool works

Where the Blob tool has a minimum and maximum threshold range, the Color Blob tool has a Trained Color
and a Maximum Allowed Color Difference from the Trained Color.

Wherever the Trained Color is located in the RGB color space, the Maximum Allowed Color Difference is

the radius of a sphere around that color. If the tool is set to detect Out Of Range, a pixel in an image is con-
sidered out of range when it is further from the Trained Color than the Maximum Allowed Color Difference
(i.e. it is outside that sphere). If there are multiple colors in the training region, the color with the most pixels
is trained. The other colors are ignored and do not affect the trained color. The Color Blob tool calculates the
color difference of every pixel versus the trained color and needs a simple formula for speeds sake, so it uses
the Euclidean difference.

The units are greyscale steps from 0 to 100, just like the monochrome Blob tool threshold range, so values of
5 to 10 are typical settings.

Note: This tool does not use L*a*b colors like the Color Checker does because it is unreasonably slow to
calculate L*a*b color differences for every pixel.

Color Checker

In the Feature Finding Drawer

3-121

The Color Checker tool compares a known, trained color with the average color within an ROI of an input
image. Impact software uses a 24-bit color system. See “How to Set Up the Color Checker tool” on page 3-
121.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space.
Shape List The desired region of the image to check.

Trained Color

The Red, Green, and Blue values of the trained color. (0-100)

Maximum Allowed
Color Difference

This is the maximum difference allowed between the Average Color in
the inspected image area and the Trained Color.

Output Name

What it is

Average Color

The Red, Green, and Blue values of the average color in the Shape List.
(0-100)

Actual Color Differ-
ence

The difference between the Trained Color and the Average Color, in the
RGB color space.

Color In Tolerance

If True, the Actual Color Difference is less than the Maximum Allowed
Color Difference.

How to Set Up the Color Checker tool

General

1. Image: To use a different image source, click the Link button. The tool works only with color images.
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2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

Train ROI

Trained Color

Red Gires=n Blus
3412 35 79 3728 R

1. Position an ROI over the area of the image that contains the color you want to train. The Red, Green,
and Blue components and color are displayed. If you are looking for out of range blobs in a solid color
area, you can delete the Train ROI. The tool determines that there is no Train ROI and uses the Search
ROI to calculate the Trained Color value.

2. When the desired area is covered, click the Train button.

Pass/Fail
1. Click the Pass/Fail button. The tool will pass or fail based on these settings.

Calor kfferance Tratmed Color
Mo Alcwed Riesz Green Bae
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Red Green Bl
A & 73
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* Color Difference
Maximum Allowed: This is the maximum difference allowed between the Average Color in the
inspected image area and the Trained Color. The actual color difference is displayed.

¢ Trained Color, Actual Color
The Trained and Actual colors.

Display
See “Display panel” on page 3-24.

How the Color Checker tool works

Wherever the Trained Color is located in the RGB color space, the Maximum Allowed Color Difference is
the radius of a sphere around that color. A pixel in an image is considered out of tolerance when it is further
from the Trained Color than the Maximum Allowed Color Difference (i.e. it is outside that sphere). The
value is calculated using the CMC Color Difference. The CMC color difference is a complex formula that
attempts to compensate for variation in human eye sensitivity across the RGB color space. It maps RGB dif-
ferences into “just perceptible color differences.” The Color Checker tool averages the color in an area and
calculates the CMC difference just once versus the trained color.

Contrast

In the Feature Finding and Flaw Detection Drawers
—3

:@: The Contrast tool checks the pixels within an ROI and calculates the percentage or area of pixels that are
= outside and inside the Threshold Range. If the calculated range or area is inside or outside the user-defined
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range, the tool passes. The In Range and Out of Range tests are mutually exclusive and the tool always Fails

if they are both enabled.

The Contrast tool evaluates all of its ROIs as a total group against a common tolerance and provides com-

bined outputs. “How to Set Up the Contrast tool” on page 3-124.

Input Name What it is

Input Image The image being inspected

Tool Origin The tool’s origin relative to the entire image space

Shape List The desired region of the image to search. If no shape is defined, the

entire image is processed.

Grey Level Thresh-
old Type

See “Grey Level Threshold Types” on page 3-84 for more details.

Fixed Threshold
Range

The grey level threshold range for Fixed Threshold Range type (in per-
centage). The parameters are start and end.

Enable In Range
Percent Test

The percentage of pixels with a grey level within the Threshold Range is
calculated. If that percentage falls within the In Range Percent, the tool
passes.

Set In Range Per-
cent

This range is used for the In Range Percent Test.

Enable In Range
Area Test

The area of pixels with a grey level within the Threshold Range is calcu-
lated. If that area falls within the In Range Area, the tool passes.

Set In Range Area

This range is used for the In Range Area Test.

Enable Out of
Range Percent Test

The percentage of pixels with a grey level outside the Threshold Range
is calculated. If that percentage falls within the Out of Range Percent,
the tool passes.

Set Out of Range
Percent

This range is used for the Out of Range Percent Test.

Enable Out of
Range Area Test

The area of pixels with a grey level outside the Threshold Range is cal-
culated. If that area falls within the Out of Range Area, the tool passes.

Set Out of Range
Area

This range is used for the Out of Range Area Test.

Output Name

What it is

Passed

True if input tests are enabled and the conditions are met.

Percent In Range

Percentage of pixels in the ROI within the designated grey level range (0
to 100 percent)

Percent Out of
Range

Percentage of pixels in the ROI outside the designated grey level range
(0 to 100 percent)

In Range Area

The total area of all pixels inside the designated grey level range (in
square units)
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Output Name What it is

Out of Range Area | The total area of all pixels outside the designated grey level range (in
square units)

Threshold Range The Fixed Threshold Range input. The parameters are start and end.
Used

Datalogic S.r.l.

How to Set Up the Contrast tool

General
1. Image: To use a different image source, click the Link button. The tool works only with color images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

ROI Pass/Fail

Threshold
. Threshold Range Lised
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Fimed Thie
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In Range: Perment Pesoent= 11.4
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Curt of Range Area Areac 14770

1. Position the ROI over the area of the image that contains the area you want to inspect. If there is not
ROI, the entire images is inspected.

¢ Threshold
Type: Select the type of thresholding to use. See “Grey Level Threshold Types” on page 3-84 for more
details.
Threshold Range Used: If an Autothreshold type is selected, this is the threshold range used by the
tool.
Fixed Threshold Range: If Fixed Threshold or Center Range On Average is selected, adjust the slider
to the desired value.

¢ Tolerance
In Range Percent: If the box is checked, the percentage of pixels with a grey level within the Thresh-
old Range is calculated. If that percentage falls within the In Range Percent minimum and maximum,
the tool passes.
In Range Area: If the box is checked, the area of pixels with a grey level within the Threshold Range
is calculated. If that value falls within the In Range Area minimum and maximum, the tool passes.
Out of Range Percent: If the box is checked, the percentage of pixels with a grey level outside the
Threshold Range is calculated. If that percentage falls within the Out of Range Percent minimum and
maximum, the tool passes.
Out of Range Area: If the box is checked, the area of pixels with a grey level outside the Threshold
Range is calculated. If that area falls within the Out of Range Area minimum and maximum, the tool
passes.
Actual: The measured value of each tolerance filter is displayed.
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Contrast - Multiple ROI

Display

See “Display panel” on page 3-24.

Contrast - Multiple ROI

In the Feature Finding and Flaw Detection Drawers

B

—

3-125

The Contrast - Multiple ROI tool checks the pixels within multiple ROIs and provides the percentage or arca

of pixels that are outside and inside a range that is based on user-defined parameters.

The Contrast - Multiple ROI tool evaluates each ROI individually, against a common tolerance, and pro-

vides a detailed list of outputs. See “How to Set Up the Contrast - Multiple ROI tool” on page 3-126.

Input Name

What it is

Input Image

The image being inspected.

Region of Interest
List

The list of regions of interest to process

Tool Origin

The tool’s origin relative to the entire image space

Grey Level Thresh-
old Type

See “Grey Level Threshold Types” on page 3-84 for more details.

Fixed Threshold
Value

The grey level threshold range for Fixed Threshold Range type (in per-
centage).

Fixed Threshold
Range

The grey level threshold range for Fixed Threshold Range type (in per-
centage). The parameters are start and end.

Maximum Percent
Out of Range

Maximum percentage of pixels to allow in the ROI outside the desig-
nated grey level range (0 to 100 percent)

Create In Range
Percent Output List

If True, a list of regions is produced, indicating whether the maximum
percent of pixels in those areas were in range

Create In Range
Area Output List

If True, a list of regions is produced indicating whether the total area of
all pixels is inside the designated grey level range

Create Out of
Range Percent Out-
put List

If True, a list of regions is produced, indicating whether the maximum
percent of pixels in those areas were out of range

Create Out of
Range Area Output
List

If True, a list of regions is produced indicating whether the total area of
all pixels is outside the designated grey level range

Tolerance Type

Maximum Percentage Out of Range: The tool compares the percent of
pixels that are out of range to the Maximum Percent Out of Range
Maximum Area Out of Range: The tool compares the area of pixels that
are out of range to the Maximum

Area Out of Range

Maximum Percent
Out of Range

Maximum percentage of pixels to allow in the ROIls outside the desig-
nated grey level range (0 to 100 percent)
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Input Name

What it is

Maximum Area Out
of Range

Maximum area of pixels to allow in the ROls outside the designated grey
level range (0 to 100 percent)

Number of ROIs
Allowed To Fail

An ROl fails when the Maximum Area or Maximum Percent Out of
Range value is exceeded. If the number of ROIs that fail exceeds this
value, the tools’s Passed output boolean is set to false.

Output Name

What it is

Percent In Range
List

A list of all regions with a percentage of pixels within the designated grey
level range

Percent Out of
Range List

A list of all regions with a percentage of pixels outside the designated
grey level range

In Range Area List

A list of all regions with a total area of pixels within the designated grey
level range

Out of Range Area
List

A list of all regions with a total area of pixels outside the designated grey
level range

Total Percent In
Range

The total percentage of all pixels within the designated grey level range

Total Percent Out of
Range

The total percentage of all pixels outside the designated grey level range

Total In Range Area

The total area of all pixels within the designated grey level range

Total Out of Range
Area

The total area of all pixels outside the designated grey level range

In Tolerance List

A list of all regions that are within the defined parameters

Number of Fails

The number of regions that failed to fall within the defined parameters

Passes

If True, the Number of ROIs Allowed to Fail was not exceeded.

Datalogic S.r.l.

How to Set Up the Contrast - Multiple ROI tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale

images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.
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1. Position one or more ROIs over the area of the image you want to inspect. You must have at least one
ROL. Select an ROI to see its in/out of range values.

2. Threshold Type
Select the type of threshold the tool should use to determine contrast grey levels. For details see “Grey
Level Threshold Types” on page 3-84.
For some threshold types you can adjust a slider to limit the pixel grey levels that are considered “in
range” and “out of range.” To move the slider, hover the cursor over a slider’s free end, then click and
drag the slider.
You can use the threshold viewer to help with the adjustment. (See “Threshold Viewer” on page 6-25)
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3. Tolerance
Select the type of contrast failure you want to check, area or percent of pixels.

* Out of Range
The tool counts the total number of pixels in an ROL. It then finds the number of pixels in that ROI
that are within the grey level determined by the Threshold Type and setting. It calculates the percent-
age of pixels outside that range and, if that value is greater than the Maximum tolerance value, that
ROI fails.

¢ Out of Range/In Range Area
The tool calculates the total area of an ROLI. It then finds the number of pixels in that area that are
within the grey level determined by the Threshold Type and setting. It calculates the area of pixels
outside that range and, if that value is greater than the Maximum tolerance value, that ROI fails.

¢ ROIs Allowed to Fail
An ROI fails when the Maximum Area or Percent Out of Range tolerance is exceeded. Enter the max-
imum number of ROIs that can fail. If the number of failing ROIs exceed this number, the tool fails.

4. Output List
Select the type or types of list(s) you want the tool to generate.
Display
See “Display panel” on page 3-24.

Edge Point Find

In the Feature Finding Drawer
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The Edge Point Find tool uses an adaptive or a fixed threshold method to find edge points along a single
pixel line ROIL. See “How to Set Up the Edge Point Find tool” on page 3-129.

Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space

Line Segment

The x and y coordinates of the beginning and end of the edge-finding
line

Line Segment List

A list of all the line segments between edges found

Noise Level

The amount of background noise present in the image. Higher noise
means the edges must be farther apart. Lower noise allows edges that
are closer together.

Maximum Number
Of Edges To Find

Limits the number of edges found to those with the strongest transitions

Edge Pattern

The edge pattern to find (Rising indicates a transition from dark to light;
Falling indicates a transition from light to dark)

All edges

Alternating Rising/Falling

Alternating Falling/Rising

Rising Only

Falling Only

Central Rising Edge

Central Falling Edge

Edge Detection
Method

Gradient Edges or Grey Level Edges

Gradient detection generally provides more consistent results. In some
cases Gradient detection can pick up extra edges in a noisy image and
Grey Level detection may offer better control.

See “Edge Detection Method” on page 3-93.

Edge Detection
Sensitivity

Determines the transition level necessary for detection. A higher value
detects fewer edges.

The non-fixed uses adaptive threshold selection. See “Threshold Types”
on page 3-262.

Fixed Threshold uses the Adaptive Grey Level Threshold Offset fixed
value.

Fixed Gradient
Threshold Percent-
age

The gradient threshold value for Fixed Threshold Edge Detection Sensi-
tivity (O to 100 percent)

Fixed Grey Level
Threshold Percent-
age

The grey level threshold value for Fixed Threshold Edge Detection Sen-
sitivity when Grey Level Edge detection is selected (0 to 100 percent)

Adaptive Grey
Level Threshold
Offset

If one of the adaptive settings is picked from Edge Detection Sensitivity,
and Grey Level Edges is selected, then this offset is added to the adap-
tive threshold. This allows you to weight the adaptive threshold up or
down.
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Input Name What it is

Subpixel Method The type of subpixel averaging
The grey levels of adjacent pixels (1, 3, 5, 7, or 9) around an edge point
are averaged and used to interpolate the edge to a fraction of a pixel.

Subpixel Position The subpixel position for edges that are not well defined. See “Subpixel
Position” on page 3-209.

Subpixel Search The maximum distance, in pixels, from the threshold edge that the sub-

Distance in Pixels pixel algorithm searches for the subpixel edge. See “Subpixel Search

Distance” on page 3-180.

Enable Rise/Fall If True, the Edge Rise/Fall Indicator List output is populated.
Output

Enable Number of If True, the Number of Edges Per Segment List output is populated.
Edges Per Seg-

ment Output

Output Name What it is

Edge Transitions A list of the x and y coordinates of all the edge points found.

List

Edge Transitions A list of the x and y coordinates of all the edge point found in real world
List Relative to coordinates.

RWC

Edge Rise/Fall Indi- | A list of edges found, indicating whether the edge is rising or falling
cator List True = rising, False = falling.

Number of Edges Lists the number of found edges in each line segment.

Per Segment List

How to Set Up the Edge Point Find tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale
images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

ROI

ROI on image

1. Position one or more ROIs over the area of the edges in the image you want to find. You must have at
least one ROI.
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2. Edge Detection
Select the type of edge detection the tool should use to find the edges: grey level or gradient. Gradient
detection generally provides more consistent results. In some cases Gradient detection can pick up
extra edges in a noisy image and Grey Level detection may offer better control. For details see “Edge
Detection Method” on page 3-93.
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3. Gradient Edges - Edge Sensitivity: This setting determines the transition level necessary for detecting
the edge. A “more” value is more sensitive and detects more edges.

4. Adjustable Threshold
Adjust the slider to set the pixel grey levels or gradient threshold for edge detection.
Gradient Threshold Percent: This setting determines the minimum steepness of the edge the tool
should find. A larger threshold number or higher sensitivity means the tool finds edges with a steeper
gradient. See “Edge Detection Method” on page 3-93.
Grey Level Threshold Percent: This setting determines the grey level value at which edges are found.
For example, if one pixel’s grey level is less than the threshold and the next pixel’s grey level is
greater than the threshold, then a rising edge is detected.

Line ROI

Moise Sensitivity
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Maorg Less
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5. Noise Sensitivity: This setting adjusts for background noise in the image. The “more” setting finds
edges that are close together when there is less background noise in the image. The “less” setting is
used when there is more noise in the image and it is harder to find edges that are close together.

Subpixel Method: See “Subpixel Method” on page 3-180.

Subpixel Position: The subpixel position for edges that are not well defined. See “Subpixel Position”
on page 3-209.

8. Edge Pattern: This is the edge pattern the tool should find (Rising indicates a transition from dark to
light; Falling indicates a transition from light to dark.)

9. Maximum Edges: This limits the number of edges found to those with the strongest transitions.
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Display
See “Display panel” on page 3-24.

Line Find-Feature

See “Line Find” on page 3-88

Pattern Sorting

In the Locating Drawer (Available only on Impact MX40, MX80, MX-E40, MX-E80, MX-U40, and MX-U80 processors.)

!Ef@ The Pattern Sorting tool works by comparing trained patterns contained in a searchable database with pat-
hiEA terns in the input image. A Setup is available for this tool, which simplifies tool configuration. See “How to
Set Up the Pattern Sorting tool” on page 3-144.

Button/Tab Name What it does

Run Runs the tool. See “Run” on page 3-150.

Train Trains patterns that have been added to the database. See “Train” on
page 3-151.

Reset Resets the properties Output Counter Num Found Per Pattern and Out-
put Counter Num Found Per Custom Info properties. See “Reset” on
page 3-151.

Pattern Database Displays thumbnails of the pattern images contained in the currently

Tab loaded database.

Input Name What it is

Input Image The image being inspected.

Input Color Image The color image being inspected.

Tool Origin The tool’s origin relative to the entire image space.

Train Shape List The region of the image that contains the desired pattern to add to the
database. If no shape is defined, the entire image is added. Only rectan-
gular un-rotated ROls are supported. It is possible to draw complex or
rotated ROIs but the tool uses the minimum bounding rectangle.

Find Shape List The desired region of the image to search for a pattern. If no shape is
defined, the entire image is searched.

Pattern Database The files that contain pattern labels, patterns, and thumbnails used for
pattern identification and display in the tool. It also used in the CPM Pat-
tern Database control. See “Pattern Database” on page 4-67. Also see
“‘How to Share a Pattern Database” on page 3-154.

Import File Path The path to the existing database ".pdpkg" file to import.
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Enable Auto-Add
Mode

If True, all failed images will be automatically added to the currently
loaded database when the camera is triggered.

Do not enable this property if the Pattern Database property is linked
from another tool.

Database Root
Directory

The path to the Pattern Database directory. This property is blank if a
new database is created in the Default Database Root Directory. The
path is stored in this property automatically if any other directory is used.
The name cannot contain any of these characters: backslash (\), asterisk
(*), question mark (?), quote mark ("), less than, greater than (<>), or
vertical bar (]).

Pattern Database
Name

The name of the currently loaded database. The name cannot contain
any of these characters: backslash (\), forward slash (/), colon (:), aster-
isk (*), question mark (?), quote mark ("), less than, greater than (<>),
vertical bar (|), comma (,), curly brackets ({}), square brackets ([ ]). It
cannot contain a period (.) at the end.

Train Pattern

The Pattern Sort Model for the current database pattern. It contains all
the information about the pattern.

Current Pattern
Index

The index of the pattern currently selected in the pattern window.

Delete Image File
on Add

Used internally by the tool only.

Force Overwrite

Used by the Browse and Add Images function in Setup.

Train Algorithm

Selects the Train algorithm to use when adding a pattern.

NOTE: For the properties below, a “T” before the property name indicates it is used to detect
patterns using the Texture-based algorithm. A “C” indicates it is used to detect patterns using
the Contour-based algorithm. An "E" indicates it is used to detect patterns using the Edge

Match algorithm.

(T) Sampling Reso-
lution

The ratio for scaling down the image before training (1 to 10). This value
affects tool runtime as the image is down sampled when the tool runs.
Higher values mean fewer keypoints and faster run time at the cost of
robustness.

(C) Sampling Reso-
lution

The ratio for scaling down the image before training (1 to 10). This value
affects tool runtime as the image is downsampled when the tool runs.
Higher values mean fewer keypoints and faster run time at the cost of
robustness

(E) Sampling Reso-
lution

The ratio for scaling down the image before training (1 to 10). This value
affects tool runtime as the image is downsampled when the tool runs.
Higher values mean fewer keypoints and faster run time at the cost of
robustness.
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(C) Train Max Num-
ber of Keypoints

The maximum number of points to extract. (Zero extracts all points.) This
can be useful to increase the performance of the tool, especially when
high resolution images are used.

Change this value only if the pattern to detect takes up most of the space
in the image or there is no clutter. This is because points are sorted by
their strength and it is not possible to know where segments will be
removed. It is possible that not enough segments will be extracted from
the pattern in the image.

(C) Train Number of
Scale Levels

The number of scales used when detecting points. Higher numbers yield
more points which increases the robustness of the algorithm, especially
in the presence of scale changes. This can increase tool run time.

(C) Train Number of
Clusters Per Key-
point

The number of groups generated for each point. Higher level groups can
make the comparison more robust (increasing the chance of correctly
matching a keypoint) at the cost of longer tool run times.

(E) Train Edge
Detection Sensitiv-
ity

The edge grey level sensitivity for training. The higher the sensitivity the
lower the number of edges extracted. If set to "Fixed," the tool uses the
threshold value in the property (E) Fixed Train Edge Threshold.

(E) Fixed Train
Edge Threshold

The Fixed Edge Threshold for training. A higher number rejects edges
that are not well defined.

(E) Percent Of Train
Edge Threshold to
Use When Finding

Edge detection sensitivity when searching for pattern edges. It is defined
as a percentage over the Edge Threshold used for the training.

(E) Scale Range
Type

The maximum amount the pattern will possibly be scaled from its trained
size.

(T) Train Max Dip

Filter points based on their magnitude. Higher values return fewer but
more reliable points.

(T) Train Peak
Threshold

Filter points based on their uniqueness in their neighborhood. Higher
values return fewer but more reliable points.

(T) Train Upsample
Image

If True, the size of the input image is increased prior to keypoint extrac-
tion. This yields more features.

(T) Train Max Dupli-
cate Keypoints

The maximum number of duplicate points that can be generated during
the detection phase, when the gradient direction on a point is not unique.
Setting this to two or three or more yields more points and may increase
robustness at the cost of some increase in tool run time.

Number to Find Per
Pattern

The maximum number of instances of a specific pattern to find in the
input image. If the value is zero, there is no limit on the number to find.

Total Number To
Find

The total maximum number of all pattern instances to find in the input
image. If the value is zero, there is no limit on the total number to find.
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Minimum Origin
Distance Between
Matched Patterns

The minimum distance between the origins of matched patterns. A can-
didate pattern is discarded if its origin is too close to the origin of another
candidate pattern with higher score. The property is useful to avoid false
positives when it is known that patterns can't be too close to each other
or too much occluded.

To use this setting to check for duplicate patterns, enter the value for the
minimum distance in pixels between matches. This is very fast but less
accurate and it is useful when there are matches to similar patterns very
close to each other.

Enable Occlusion
Check Between
Matched Patterns

If True, an occlusion check is applied based on the input “Maximum
Allowed Occlusion Percentage Between Matched Patterns.” If objects or
obstructions may block or occlude the pattern from being completely vis-
ible in the image, set this to True.

Maximum Allowed
Occlusion Percent-
age Between
Matched Patterns

If the "Enable Occlusion Check" property is True, this is the maximum
allowable percentage of the pattern area that may be occluded.

To use this setting to check for duplicate patterns, enter the value for the
exact maximum occlusion percentage and set Enable Occlusion Check
Between Matched Patterns to True. This is fast and very accurate. It can
also be used for discarding matches when certain occlusions are not
expected.

Minimum Match
Score

See “Pattern Sorting Tool Filters” on page 3-154.

Minimum Match
Fraction

See “Pattern Sorting Tool Filters” on page 3-154.

Minimum Match
Confidence

See “Pattern Sorting Tool Filters” on page 3-154.

Minimum Color
Match Score

See “Pattern Sorting Tool Filters” on page 3-154.

Filter on Match
Score

If True, the Minimum Match Score property is enabled.

Filter on Match
Fraction

If True, the Minimum Match Fraction property is enabled.

Filter on Match
Confidence

If True, the Minimum Match Confidence property is enabled.

Enable Computa-
tion of Color Match
Scores

If True, the Output Color Match Score List is calculated. This may
increase tool processing time. This score is used as the primary sort
predicate when enabled. If disabled, the number of matched points and
match score properties are used.

Filter on Color
Match Score

If True, the tool will filter pattern matching based on the Output Color
Match Score value.

Filter on Scale
Range

If True, the Scale Filter Range is enabled.
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Scale Filter Range

If Filter on Scale Range is True, the scale property must be less than this
value for the tool to pass.

Uid List of Patterns
with Independent
Minimum Match
Score

Not Used

Independent Mini-
mum Match Score
List

Not Used (The Independent Minimum Match Score is a sub-property of
the Train Pattern property.)

Show Output
Matched Points

If True, Matched Points are displayed in the Output Matched Points
property. Since this display can increase processing time, it should be
used only to configure and optimize the tool.

Show Output Dis-
play Points

If True, all keypoints (i.e. those with values that pass minimum match fil-
ters, including the Matched Points) are displayed on the image. Since
this display can increase processing time, it should be used only to con-
figure and optimize the tool.

Show Output Color
Display Points

If True, all color keypoints (i.e. those with values that pass minimum
match filters, including the Matched Points) are displayed on the image.
Since this display can increase processing time, it should be used only
to configure and optimize the tool.

Show Failing Out-
put Bounding Box
List

If True, bounding boxes are displayed around patterns in the image that
failed to match any trained pattern. Using this option increases process-
ing time.

Estimated Pose
Type

This value controls the final transformation to be estimated. If the value
is zero, the estimation is "similarity." If the value is one, the estimation is
"affine."

If no image perspective distortion is expected, set this value to zero so a
similarity is estimated. In this case the property “Allowed Match Stretch-
ing” has no effect, since the output can never result in stretched bound-
ing boxes.

When the Contour-based algorithm is used and clutter and/or occlusions
are present, use "similarity" estimation as the affine pose estimation is
less stable.

Search Speed

This property defines whether the tool runs primarily based on accuracy,
speed, or a balance of the two. This is done by automatically adjusting
the value of the following properties in the tool:

Match Max Check, (C) Number of Scale Levels, (C) Number of Clusters
Per Keypoint, and (C) Cluster Search Max Check.

If clutter or occlusions are present in the image, set this value to "Focus
on Accuracy".
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Match Max Check

This property defines the keypoint search precision. Higher values pro-
vide higher near-neighbors search matches, and therefore generate bet-
ter robustness on images with cluttered patterns. This option increases
processing time. On simple applications with clear, non-overlapping pat-
terns, values of 15 - 100 may offer robust results and faster execution
time.

Number of Neigh-
bors during Match

This is the number of nearest neighbors to consider when matching key-
points. Higher numbers yield more matches, especially for large trained

pattern sets.

When the Texture algorithm is used, and this value is larger than two, the
property "Use Additional Keypoints" should be set to True.

Min Keypoints

This is the minimum number of matched keypoints that should be found
for a match to be accepted.

(C) Search Max
number of key-
points

Same as Train Max Number of Keypoints but used for point detection at
runtime.

(C) Search Number
of Scale Levels

Same as Train Number of Scale Levels but used for point detection at
runtime.

(C) Search Number
of Clusters Per Key-
point

Same as Train Number of Clusters Per Keypoint but used for point
detection at runtime.

(C) Search Limits

Defines the allowable positions to search in the image for a match.
Translation: restricts the pattern searching to only translational
searches (X and Y) and does not support rotation or scale changes.
Translation and Rotation: allows for pattern searching in varying trans-
lational and rotational positions (X, Y, angle).

Translation, Rotation and Scale: No Restriction.

(C) Search Use
Alternative Pose
Estimation

If True, uses an alternative pose estimation algorithm which is more
robust when many points are detected.

(T) Search Max Dip

Same as Train Max Dip but used for point detection at runtime.

(T) Search Peak
Threshold

Same as Train Peak Threshold but used for point detection at runtime.

(T) Search Upsam-
ple Image

Same as Train Upsample Image but used for point detection at runtime.

(T) Search Max
Duplicate Keypoints

Same as Train Max Duplicate Keypoints but used for point detection at
runtime.

(T) Allow Model
Repeats

If True, more than one instance of a pattern is allowed in an image.
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(T) Max Match
Hypotheses To Find

The maximum number of initial match hypotheses to search for, i.e. after
this many match hypotheses are found, the algorithm stops looking,
even missing potentially good hypotheses. Not all of them are then eval-
uated.

Instead, hypotheses are sorted from the most promising to the least
promising one. Only the top N are evaluated, where the property Max
Match Hypotheses To Check defines the maximum number to check.
(Min = 1; Max = 20000)

(T) Max Match
Hypotheses To
Check

The maximum number of initial match hypotheses to fully evaluate. The
default value (500) works fine for most applications where one or a few
patterns are to be found on the same image.

When searching for many patterns in the same image (i.e. 10-15 or
more), this value can be increased, with slightly increased processing
time. This improves the probability of finding all matches because more
hypotheses are evaluated. This value should be smaller than the prop-
erty Max Match Hypotheses To Find.

(Min = 1; Max = 20000)

(T) Match Gradient
Threshold

The gradient of each keypoint is defined when the pattern is trained.
However, when the tool is run, the threshold value can be set lower
which eliminates more features. Change this value if you want the tool to
be more selective during matching.

(T) Allowed Match
Stretching

This property controls the amount of stretching allowed. Stretching is
defined as the amount the bounding box can be stretched due to out-of-
plane rotation or perspective distortion in the image. If no perspective
distortion is expected, set this value to 0.9-0.95 to help reject invalid
matches. The Recommended value with Extended Matching enabled is
0.7.

If the "Estimated Pose Type" property is set to "Similarity," then no
stretching is allowed and this property is ignored.

(T) Use Forced
Residual on Match

For each match, the residual value is computed. The residual is the error
between the projected pattern keypoints and the matching keypoints in
the image. This value can vary from 0.1 to 8 pixels, depending on how
many features are matched and their location. Larger projection errors
allow more features to be included in a match and this may result in an
incorrect match being reported as the best one.

If this property is True, the tool uses Forced Residual Level in Pixel prop-
erty value which forces all matches to have the same residual value and
makes comparison between matches more fair. This is especially useful
if there are similar patterns in the database.

(T) Forced Residual
Level in Pixel

If Use Forced Residual on Match is True, this value is used as the resid-
ual level.

(T) Robust Outlier
Multiplier Threshold

A keypoint is considered too "noisy" if its projection error is greater than
its residual value multiplied by this threshold value, and the keypoint is
not used.

(T) Allow Matches
to Multiple Patterns

If True, a keypoint can be matched to multiple patterns. This can be use-
ful when there are similar patterns which differ only over a small portion.
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(T) Use Additional If True, additional keypoints are allowed so better results are obtained,

Keypoints but matching is slower.

(T) Use All Neigh- If you are using a large pattern database, set this property to True.

bors If Unique

(T) Min Residual This is the minimum value for the estimated variance of the transform

Robust Sigma residual. If this value is too low, good matching features are treated as
outliers and removed.

(T) Max Residual This is the maximum value for the estimated variance of the transform

Robust Sigma residual. If this value is too high, bad matching features are treated as
valid matches.

(T) Use Extended If True, final matching results are obtained by doing two recognition iter-

Match ations, instead of just one. Tool execution time increases. When the tool
performs two iterations, the first pass uses relatively loose criteria on the
entire pattern set to quickly remove very unlikely matches. The second
pass uses the subset of remaining matching patterns, with more strin-
gent criteria, to generate stronger matches. Extended Match is recom-
mended for use with larger databases having thousands of models.

(T) Extended Match | Defines the keypoint search precision to use for the Extended Match.

Max Check Higher values provide more near-neighbors search matches, and there-
fore generate better robustness on images with cluttered patterns, but
processing time is increased.

(T) Number of This is the number of nearest neighbors to consider for the Extended

Neighbors on Match. Higher numbers yield more matches, especially for larger data-

Extended Match bases. If this value is larger than two, then the "Use Additional Keypoints
on Extended Match" property should be set to True.

(T) Min Keypoints This is the minimum number of matched points that must be present for

on Extended Match | a match to be accepted in the Extended Match.

(T) Allow Model If True, more than one instance of a pattern is allowed in an image in the

Repeats on Extended Match.

Extended Match

(T) Max Match The maximum number of extended match hypotheses to search for, i.e.

Hypotheses To Find | after this many match hypotheses are found, the algorithm stops looking,

on Extended Match | even missing potentially good hypotheses. Not all of them are then eval-
uated.
Instead, hypotheses are sorted from the most promising to the least
promising one. Only the top N are evaluated, where the property Max
Match Hypotheses To Check defines the maximum number to check.
(Min = 1; Max = 20000)
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(T) Max Match
Hypotheses To
Check on Extended
Match

The maximum number of extended match hypotheses to fully evaluate.
The default value (500) works fine for most applications where one or a
few patterns are to be found on the same image.

When searching for many patterns in the same image (i.e. 10-15 or
more), this value can be increased, with slightly increased processing
time. This improves the probability of finding all matches because more
hypotheses are evaluated. This value should be smaller than the prop-
erty Max Match Hypotheses To Find.

(Min = 1; Max = 20000)

(T) Match Gradient
Threshold on
Extended Match

The gradient of each keypoint is defined when the pattern is trained.
However, when the tool runs, the threshold value can be set lower which
eliminates more features. Change this value if you want the tool to be
more selective during matching in the Extended Match.

(T) Allowed Match
Stretching on
Extended Match

This property controls the amount of stretching allowed in the Extended
Match. Stretching is defined as the amount the bounding box can be
stretched due to out-of-plane rotation or perspective distortion in the
image. If no perspective distortion is expected, set this value to 0.9-0.95
to help reject invalid matches.

If the "Estimated Pose Type" property is set to "Similarity,” then no
stretching is allowed and this property is ignored.

(T) Use Forced
Residual on Match
on Extended Match

For each match, the residual value is computed. The residual is the error
between the projected pattern keypoints and the matching keypoints in
the image. This value can vary from 0.1 to 8 pixels, depending on how
many features are matched and their location. Larger projection errors
allow more features to be included in a match and this may result in an
incorrect match being reported as the best one.

If this property is True, the tool uses Forced Residual Level in Pixel prop-
erty value in the Extended Match which forces all matches to have the
same residual value and makes comparison between matches more fair.
This is especially useful if there are similar patterns in the database.

(T) Forced Residual
Level in Pixel on
Extended Match

If Use Forced Residual on Match on Extended Match is True, this value
is used as the residual level in the Extended Match.

(T) Robust Outlier
Multiplier Thresh on
Extended Match

A keypoint is considered too "noisy" if its projection error is greater than
its residual value multiplied by this threshold value, and the keypoint is
not used in the Extended Match.

(T) Allow Matches
to Multiple Patterns
on Extended Match

If True, a keypoint can be matched to multiple patterns in the Extended
Match. This can be useful when there are similar patterns which differ
only over a small portion.

(T) Use Additional
Keypoints on
Extended Match

If True, additional keypoints are allowed in the Extended Match so better
results are obtained, but matching is slower.

(T) Use All Neigh-
bors If Unique on
Extended Match

If you are using a large pattern database in the Extended Match, set this
property to True.
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(T) Min Residual
Robust Sigma on
Extended Match

This is the minimum value for the estimated variance of the transform
residual in the Extended Match. If this value is too low, good matching
features are treated as outliers and removed.

(T) Max Residual
Robust Sigma on
Extended Match

This is the maximum value for the estimated variance of the transform
residual in the Extended Match. If this value is too high, bad matching
features are treated as valid matches.

(T) Secondary
Shape Adjustment
Type

(Applies only to greyscale images)

This defines the adjustments made to the Secondary Shape before com-
puting the correlation score.

Translation: the Secondary Shape is shifted slightly by +/- 0.5 and 1
pixel. For each shifted location, the correlation score is computed and
the maximum is selected as the secondary score.

Translation and Rotation: the Secondary Shape is shifted slightly by +/-
0.5 and 1 pixel and rotated slightly by +/- 0.5 and 1 degree. For each
shifted location, the correlation score is computed and the maximum is
selected as the secondary score.

Error Status

0 = No Error

1 = Failed: unspecified error

2 = Empty Database Name: no database loaded

3 = Bad Pattern Index: invalid index

4 = No Train Image: training image is empty or not valid

5 = Duplicate Pattern With Same Label: a pattern with the same label
already exists

6 = Duplicate Pattern With Same Image: a pattern with the same image
already exists

7 = Pattern Does Not Exist: the pattern at the given index does not
exist. When the index is wrong, a "Bad Pattern Index" is returned so
this error may never occur.

8 = Aborted: training stopped by user before completion

9 = Null Data: the system has not been initialized correctly

10= Database With Same Name Already Exists: a database with this
name already exists

11 = Database Does Not Exist: a database with this name does not exist

12 = Multiple Train Shapes Set: more than one train shape is set when
updating a pattern

13 = Unsupported Train Shape Type: All shape types are supported.
This error should not occur.

14 = Busy Working on Another Operation: the tool is busy executing
another operation. This occurs when an action is requested (e.g.
Add, Delete...), but the tool is busy running a Train or Load opera-
tion.

15= Unsupported Image Type: only PNG, JPG, and BMP images are
supported when adding images from file.

16 = Database is Read Only: the database is read-only and patterns
cannot be add or updated and the database cannot be trained. This
happens when only the pdb file is found and no data folder is avail-
able.
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Error Status (contin-
ued)

17 = File Not Found: the image file does not exist when adding images
from a file

18 = Image Too Big Check Log for Details: the image is too big to be
trained with the Edge Match algorithm; the maximum size after
down sampling must be less than 1MP; the log message includes
the pattern label

19= No Change Detected: no difference was found between the new
pattern and the current pattern when updating a pattern

20= Could Not Load Image: an invalid or corrupted image was encoun-
tered while adding images from file

21 = Invalid Label or Custom Info: the label or custom info contains
invalid characters when adding or updating a pattern

22 = ROI Off Image: the train shape is outside of the pattern image

23 = Database is Not Trained: the tool ran before training the database

24 = The Database must be upgraded; it was created with a previous
version of the tool

25= No Suitable Algorithm Found: The Train Algorithm property is set to
"Auto-Select," no suitable algorithm is found for the current pattern,
and all other pattern are fine; the log message includes the pattern
label

26 = Training Issue Detected, Check System Log for Details

Default Database
Root Directory

The default path to the Pattern Database directory. This path is deter-
mined by VPM’s install location and is set automatically when the tool is
added to the task. If a different path is chosen for a new database, the
path is stored in the Database Root Directory property.

Progress Percent-
age

When one of the tool’s methods is called, this property contains that
operation’s progress percentage.

Current Pattern
Image

The pattern image currently loaded by an external method.

Current Pattern
Color Image

The color pattern image currently loaded by an external method.

Number of Patterns
in Current Database

The total number of patterns in the currently loaded database.

Minimum Number
of Points

The minimum number of points found among all patterns. This can be
used to see if there are patterns with too few points which may benefit by
using a different algorithm.

Label of Pattern
with Minimum Num-
ber of Points

The label of the pattern with the least number of points.

Maximum Number
of Points

The maximum number of points found among all patterns.

Label of Pattern
with Maximum
Number of Points

The label of the pattern with maximum number of points among all pat-
terns in the database.
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Average Number of
Points

The average number of points found among all the patterns in the data-
base.

Database Label List

A list of the labels of all the trained patterns in the currently loaded data-
base.

Database Custom
Info List

A list of the Custom Information labels of all the trained patterns in the
currently loaded database.

Found Match

If True, at least one match with a sufficient score was found.

Output Number
Found Total

The total number of patterns found in the input image.

Output Number
Found Per Pattern

The number of instances found for each pattern in the input image.

Output Counter
Num Found Per
Pattern

A list of the number of instances found for each pattern. The count starts
from the program load or the most recent counter reset.

Output Counter
Num Found Per
Custom Info

A list of the number of instances found for each custom information
label. The count starts from the program load or the most recent counter
reset.

Output Label List

A list of the labels of each found pattern.

Output Index List

The position in the database (starting from zero) of each found pattern.

Output Custom Info
List

A list of the custom information of each found pattern.

Output Origin List

A list of the output origin of each found pattern.

Output Origin List
Relative To RWC

A list of the output origin in real world coordinates of each found pattern.

Output Scale List

A list of the scale of each found pattern.

Output Score List

A list of the Match Score of each found pattern.

Output Match Frac-
tion List

A list of the Match Fraction of each found pattern.

Output Match Con-

A list of the Match Confidence of each found pattern.

fidence List
Output Color Match | A list of the Color Match Score of each found pattern. The color score is
Score List computed as the ratio of pixels that have a similar color with respect to

model image pixels. To speed the computation, the check is executed
only on a grid of points sampled uniformly over the found match bound-
ing box.

Output Number of
Matched Points List

A list of the number of matched points in each found pattern. The higher
the number, the higher the probability of a good match. If new, untrained
patterns may appear in the input image, you can enable one or more of
the input filter match properties to avoid false positives.
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Output Bounding
Box List

A list of the estimated bounding box of each found pattern.

Output Occlusion
Percentage List

When "Enable Occlusion Check Between Matched Patterns” is True, this
property is a list of occlusion percentages for each detected pattern.

Output Display
Points

All the keypoints (including the Matched Points) for the found patterns.

Output Matched
Points

A list of the point locations of the matched keypoints for each found pat-
tern.

Output Display
Points State List

A list of all the keypoints (including the Matched Points) for the found
patterns.

Output Color Dis- All the keypoints (including the Matched Points) for the found color pat-
play Points terns.
Output Color Dis- A list of all the keypoints (including the Matched Points) for the found

play Points State
List

color patterns.

Output Found
Image List

A list of each image with a found pattern. This is not the input image.

Output Found Color
Image List

A list of each color image with a found pattern. This is not the input color
image.

Output Best Label

The best matched pattern’s label (from the database).

Output Best Index

The best matched pattern’s position in the database (starting with zero).

Output Best Cus-
tom Info

The best matched pattern’s Custom Information (from the database).

Output Best Origin

The best matched pattern’s Origin.

Output Best Origin
Relative to RWC

The best matched pattern’s Origin in Real World Coordinates.

Output Best Scale

The best matched pattern’s scale.

Output Best Score

The best matched pattern’s Match Score.

Output Best Color
Match Score

The best matched color pattern’s Match Score.

Output Best Bound-
ing Box

The best matched pattern’s bounding box.

Output Best Occlu-
sion Percentage

When "Enable Occlusion Check Between Matched Patterns” is True, this
port contains the occlusion percentage of the best match.

Failing Output
Number Found Per
Pattern

The number of failed matches found for each pattern.
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Failing Output A list of each failed match’s label.

Label List

Failing Output A list of each failed match’s position in the database (starting with zero).
Index List

Failing Output Cus- | A list of each failed match’s Custom Information.
tom Info List

Failing Output A list of each failed match’s score.
Score List

Failing Output Color | A list of each failed match’s score for a color image.
Match Score List

Failing Output A list of each failed match’s match fraction.
Match Fraction List

Failing Output A list of each failed match’s match confidence score.

Match Confidence

List

Failing Output A list of each failed match’s estimated bounding box.

Bounding Box List

Failing Output A list of the number of failed match points for each failed match.
Number of Matched

Points List

Failing Output When "Enable Occlusion Check Between Matched Patterns" is True, this
Occlusion Percent- | port is eventually filled with the occlusion percentages of each failed
age List match.

How to Set Up the Pattern Sorting tool

General

¢ Image
To use a different image source, click the Link button.

¢ Origin
If there is a tool with an output origin above this tool in the task tree, an origin may be automatically
linked. To delete the link and set the origin to 0,0,0; click the link delete button.

Train

NOTE: If the Train, Database, or Search ROI and Pass/Fail buttons are disabled, snap an image to enable
them.
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In the Train panel you can create a database or load an existing one, then add patterns and train them. (Also
see “How to share Pattern Databases” on page 3-149.)

Fattern Database
|r |I| Marse: Bampls Patiem Sort VI Patems: § “Modes Used
Pattern
Label: 53.15-::-: Patters 02 i Info iSaﬁnle Fatteon 02 | Mode | Auic-Seiected
Add Adeanced .. | Database reaas 10 08 mIEEned
 Reran Al | [T Auts-Aod Mot

* New
Click the New button, and enter a name for the database. The pdb file extension is added to the name.
The name cannot contain certain characters (see ‘“Pattern Database Name” on page 3-132). The path
to the folder is saved in the tool when you save the vision program. The default folder path depends on
the location of the installed Impact software. Example default folders are shown below. You can
choose other folders, if desired.

Lookin: | |_psT »|  Lookin: | | PsT =]

& os ) ’ &L, Local Disk [C:) F
Datalkogic : Datalogic
b IMPACT z > SFRCE I
[tems Apphcations Items Appheations -
Emulator Device

! Emudatorf ot ! DewviceRoot

e d U1 OVD RW Drive (D7) o e o REmovable Disk (D:) 3
Emulator Default Database Folder Vision Device Default Database Folder

* Load
When you click the Load button, a list of available databases is displayed. (Databases have a .pdb
extension.) Select the desired database from the list and click the dialog Load button. If no databases
are displayed, navigate to the desired folder. (Also see “How to share Pattern Databases” on page 3-
149.)
If a "Database Requires Upgrade" message is displayed, it means that the database being loaded was
created in a previous version of the tool. You can choose to create a backup of the file before you load
it. Once the file is loaded and modified, it is converted automatically.

* Name
The name of the currently loaded database.

¢ Patterns
The number of patterns in the currently loaded database.

* Modes Used
Three different modes can be used to train a pattern. This drop down lists the modes used on the pat-
terns in the database. See “Pattern Sorting tool Training Modes” on page 3-151.

¢ Pattern Label
The unique name of this pattern. The name cannot contain any of these characters: colon (:), asterisk
(*), question mark (?), quote mark ("), less than and greater than (<>), vertical bar (|), comma (,), curly
brackets ({ }), square brackets ([ ]), or period (.). If no label is present, it will be automatically gener-
ated by the tool. See “Auto-Add Mode” below.

¢ Pattern Info
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Enter additional information about this pattern. This can be blank. If no Info is present, it will be auto-
matically generated by the tool. See “Auto-Add Mode” below.

Mode
Select the mode the tool should use to train this pattern. Select Auto-Train to let the tool use the best
mode. See “Pattern Sorting tool Training Modes” on page 3-151.

Add
After you have entered all the information for this pattern, click Add.

Advanced
You can adjust the global training parameters for each training mode. See “Pattern Sorting tool Train-
ing Modes” on page 3-151.

Retrain Message

When you Update a pattern, the database must be retrained to match patterns. The message will say
"Database needs to be retrained." If you add patterns, they are trained immediately, but the database
must eventually be trained for optimal speed. The message will say "Retrain database to optimize nn
changes" where nn is the number of database changes that have been made.

Retrain All
Click to train all the patterns in the database.

Auto-Add Mode
If this is checked, input images that fail, based on current tool settings, will automatically be added to
the currently loaded database. The Pattern Label and Pattern Info fields are taken from the input image
file name in the format "Info_Label.extension." For example,

File name = Package Large.png

Pattern Label = Large

Pattern Info = Package
If a pattern with same label exists, an incremental number is appended to label and info. For example,
label 01, label 02, etc.
An ROI is automatically generated for the image, based on the most likely area of the image to be
trained.

To Add Patterns to the Database

. Be sure the image you want to use to create a pattern is displayed in the image window.

. If desired, move and size the ROI to include only the part of the image you want to use for the pattern.

If there is no train ROI, the tool will try to automatically add an appropriate ROI during training.

To copy an ROI, right-click on the image in the pattern window and select Copy ... ROIL. Select the tar-
get image in the pattern window, right-click and select Paste ... ROI. You can also copy an ROI and
paste it into multiple patterns.

3. Enter a unique pattern Label and any additional Info.

. Select the mode you want the tool to use to train the pattern, or use the default Auto-Selected to let the

tool select the best method. See “Pattern Sorting tool Training Modes” on page 3-151.

. Ifnecessary, select Advanced training methods from the drop down. See “Pattern Sorting tool Training

Modes” on page 3-151.

. Click the Add button to add the pattern to the database. If the pattern image is already in the database,

an error message is displayed.
If the Label field is left blank, an incremental number is added to the file name to create the new Label.
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If the Label field already exists in the database, the following dialog is displayed.
Duplicate Pattern Label

Exmsting Pattern

batties

Choarwrite

@ Keep Bobn

Enter a unigue label;

| ok || Cancel |

If "Keep Both" is selected, and the label field is left blank, the file name is used to create the label.

If the label entered matches an image name that already exists in the database, an incremental number
is added to the existing image name to create the new image name.

The message "Retrain database to optimize nn changes" is displayed, where nn is the number of data-
base changes that have been made. You can continue to enter more patterns or click the Retrain All but-
ton to train existing patterns at any time.

Database

NOTE: While the Database panel is displayed, the pattern selected in the Pattern Window is displayed in the
tool’s image window (not the tool’s input image).

In the Database panel you can view, manipulate, and modify the database. The toolbar at the top of the panel
provides the following functions. (Some functions are not available for a linked database.)

Pattern Database

‘ ‘ ‘ PO i = @1 . }—3 J_“ m Float window

s’ Import Database

N

You can import a database created in a previous version of VPM, or use the Export and Import func-
tions to copy a database from one vision device to another. (See “How to Share a Pattern Database” on
page 3-154.) The imported file must be a Pattern Database Package file (pdpkg extension).

Export Database
You can use the Export and Import functions to copy a database from one vision device to another. A
Pattern Database Package file is created (pdpkg extension).

Browse and Add Pattern Images

Use this function to add a pattern from a file image. When you click the button, a file browser is dis-
played. Select one or more images, then click Add. The entire image is used as the train shape

If the image file name matches an image name that already exists in the database, an incremental num-
ber is added to the name of the image being added to create the new image name.

If an image already exists in the database, a dialog showing the duplicate image name is displayed.
Delete and Delete All

These delete one or more patterns selected in the pattern window, or all patterns in the database.

Sort Order
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Select the sort order for the patterns in the pattern window. The sort criteria depends on the display
type.
sl & &
— gt Info Ascending
a¥ Info Descending
H‘r Date Ascending

E‘- Date Descending

Display Type
This function toggles either the pattern info or the label in the pattern window.

Display Points
This function toggles the training model points display from the selected pattern.
This function toggles either the pattern info or the label in the pattern window.

Edit Primary/Secondary ROI

This function toggles between accessing the primary and secondary ROIs. A secondary ROI can be
created to focus the tool on a unique part of the image. You must click the Update button after you cre-
ate the Secondary ROL.

Zoom Patterns
These buttons zoom in or out on the patterns in the pattern window.

Search Patterns
Enter a string to display patterns based on the selected Display Type.

Float Pattern Window
Click the pushpin to float the Pattern Window. Click it again to return it to the original position.

Pattern Window
All the patterns in the database are displayed in the pattern window. The information that is displayed,
and the display order, are determined by the toolbar function selected.

NOTE: The pattern selected in the Pattern Window is displayed in the tool’s image window (not the tool’s
input image).

Pattern
Labe=l: |c|l.l:-52 | Infio: |3I1.I:-5 two Mode: | Auto-Selected -
| Update | | Advanced ... | Paints: 43
[ Retrainan | [ wink | | Source:
Pattern Label

If you modify the pattern label, click Update to save the change in the database.

Pattern Info
If you modify the pattern info, click Update to save the change in the database.

Mode

Select the mode the tool should use to train the selected pattern. Select Auto-Train to let the tool use
the best mode. If you modify the mode, click Update to save the change in the database. See “Pattern
Sorting tool Training Modes” on page 3-151.

Update
Update saves to the database any changes you have made. Update does not train any patterns.

Advanced
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You can adjust the global training parameters for each training mode. See “Pattern Sorting tool Train-
ing Modes” on page 3-151.

¢ Points
The number of points used to train the selected pattern.

¢ Retrain All
Click to train all the patterns in the database.
* Link
Click to link an existing pattern database into this tool.

Search ROI and Pass/Fail

Various ROIs are displayed on the input image, based on the pattern or patterns matched, and the filters and
outputs that are enabled. In this example, the bounding box and Matched Points are displayed. For more
details about specific filters, see “Pattern Sorting Tool Filters” on page 3-154.

* Pass/Fail:
The tool runs automatically and updates the panel whenever you change any settings on this panel or a
new image is acquired. The result is indicated by the Pass/Fail field.
Depending on which Outputs and Filters are enabled, the result is shown on the image. To display the
pattern on a control panel, link to the tool’s Pattern Database property.

Filters

Ensbl= Min Actusl
Matched Points: 4 i}
Match Soore: TO 23
Mstch Fraction: ] 3
Match Confidence: ) 100
Independent o
Match Score: =
Caolor Match
Clor Match Score: i)

Selected Pattern: Sample Pattern 02

¢ Match Score
See “Pattern Sorting Tool Filters” on page 3-154.

¢ Match Fraction
See “Pattern Sorting Tool Filters” on page 3-154.
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¢ Match Confidence
See “Pattern Sorting Tool Filters” on page 3-154.

* Independent Match Score
If this filter is enabled, the value entered is applied as the pattern-specific minimum passing score for
a match between the pattern and image. This overrides the global Match Score setting for this pattern.
To enable this option, check Match Score in the Filters section, check Enable Failed Matches in the
Outputs section, and select an ROI in the image window.

¢ Color Match
See “Pattern Sorting Tool Filters” on page 3-154.

¢ Color Match Score
See “Pattern Sorting Tool Filters” on page 3-154.

¢ Find Per Pattern
See “Pattern Sorting Tool Filters” on page 3-154.

¢ Find Total
Enter a value in the Number field to specify the total number of instances of all patterns to find in the
input image. If the box under Find All is checked, there is no maximum limit.
Detect Patterns

Number Actual Find All

Find Per Pattern:

Find Taotal:

* Search
This selection affects settings that determine how the tool searches for patterns in the input image.
Settings for the following properties are affected: Match Max Check, Number of Scale Levels, Num-
ber of Clusters Per Keypoint, and Cluster Search Max Check. If clutter or occlusions are present in the
input images, use the “Favor Accuracy” selection.

¢ Outputs
Note: Enabling these settings can increase the processing time.
Enable Matched Points: If enabled, the Output Matched Points ROIs (matched key points of detected
patterns) are displayed on the input image.
Enable All Points: If enabled, all the keypoints found for detected patterns are displayed on the input
image.
Enable Failed Matches: If enabled, bounding box ROIs are drawn around the matches that were found
but failed (matches that did not pass the filter settings).
Display Output Origin: If enabled, the Output Best Origin ROI is displayed on the input image.

Output=s

Enable Matched Points
[] Enable Al Paints

[] Enable Failed histches

|:| Dizsplay Output Origin

How to Use the Properties tab buttons

Run

Click to run the tool using the current image and property settings.
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Train

Click to build an internal search index of all the patterns in the database. This index is required to run the
tool. A database must be loaded and at least one pattern must be added before Training. While the training is
in progress, the progress percentage is available in the Training Progress Percentage output property.

Reset

Click to reset the properties Output Counter Num Found Per Pattern and Output Counter Num Found Per
Custom Info to zero. This does not reset any other tool properties.

Pattern Sorting tool Training Modes

There are four modes available to train patterns: Auto-Selected, Texture, Contour, and Edge Match.

Auto-Select

This mode analyzes the image to determine if a pattern should be identified with the Texture, Contour or
Edge Match algorithm. Auto-Select works differently if there are patterns in the database that are already
trained. For example, if all patterns in a database are trained with the Texture algorithm, adding a pattern
trained with the Contour algorithm will increase the processing time significantly. In this case, if the evalua-
tion determines that the Texture algorithm will not work well, Edge Match is used.

The possible cases are:
There are no patterns trained either with the Texture or the Contour algorithm, or at least one pattern
trained with Texture and at least one pattern is trained with the Contour algorithm.

1. First the Texture algorithm is executed and, if enough good points are found, the pattern is trained
using the Texture algorithm.

2. If not enough Texture points are found, the Contour algorithm is run, and, if enough good points are
found, the pattern is trained using the Contour algorithm.

3. Ifnot enough Contour points are found, the pattern is trained using the Edge Match algorithm.
At least one pattern is trained with the Texture algorithm and no pattern is trained with the Contour algo-
rithm.

1. First the Texture algorithm is executed and, if enough good points are found, the pattern is trained
using the Texture algorithm.

2. Ifnot enough Texture points are found, the pattern is trained using the Edge Match algorithm.
There is at least one pattern trained with the Contour algorithm and no patterns trained using the Texture
algorithm.

1. First the Contour algorithm is executed and, if enough good points are found, the pattern is trained
using the Contour algorithm.

2. If not enough Contour points are found, the pattern is trained using the Edge Match algorithm.

Texture

This mode is the best choice when the tool is dealing with textured objects, that is, where there are changes
in the intensity of the pixels inside the image. The algorithm works by extracting "key points" or "features"
which are points of interest in an image. Usually many keypoints are extracted from the same image.
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¢ Advanced Parameters

Texture

Downsample Ratio: 1
Max Dip: 5
Peak Threshold: 10
Upsample: 0

Max Duplicate Points: 3

Downsample Ratio
Defines how much to downsample the pattern images for correlation computation at runtime.
Smaller values (i.e. larger image sizes) run slower but too large images may give poor match
scores. Higher values (i.e. smaller image sizes) run faster but too small images may always give
high match scores. Typical values are 1 to 4.

Max Dip
Filters points based on their magnitude. Higher values return fewer but more reliable points.

Peak Threshold
Filters points based on their uniqueness in their neighborhood. Higher values return fewer but more
reliable points.

Upsample
If checked, the size of the input image is increased prior to keypoint extraction. which yields more
features.

Max Duplicate Points
Defines the maximum number of duplicate keypoints that can be generated during the extraction
phase when the gradient direction on the keypoint is not unique. Setting this to 2 or 3 or more yields
more features. Usually it is preferable to set this to 1 in training and then set it to 2 or 3 at runtime
in the Pattern Sorting Tool properties.

Contour

This mode works best with texture-less objects, that is, where the inside of the image is substantially plain
featured and all the information is on the contour. The algorithm works by extracting "key points" or "fea-
tures" which are points of interest in an image. Usually many key points are extracted from the same image.

* Advanced Parameters

Contour

Downsample Ratio: 1
Mumber of Scale Levels: 3
Mumber of Clusters Per Keypaoint: 4
Max Mumber of Keypoints: 0

Downsample Ratio
Defines how much to scale images before extracting keypoints. This also affects runtime, i.e. the
Input Image is downsampled by this ratio. Higher values means fewer keypoints and faster compu-
tation time at the cost of robustness. For VGA images, typical values are between 1.0 and 2.0. For
higher resolution images higher values may be used.

Number of Scale Levels
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Defines the number of scales used for keypoint extraction. Higher numbers yield more keypoints
which increases the robustness of the algorithm, especially in the presence of scale changes, at the
cost of increased computation time.
Number of Clusters Per Keypoint
Defines the number of clusters (groups) to take into account when searching for the most similar
keypoints. For example, if this is set to 2, two clusters of keypoints are considered, with the second
being bigger than the first. If it is set to 3, a third bigger cluster is used. Possible values are 2, 3, and
4. Higher values may make the comparison more robust (increasing the chance of correctly match-
ing a keypoint) with little impact on the processing speed because this affects only the training.
Max Number of Keypoints
Defines how many keypoints to extract at most. If this is set to zero, all keypoints are retained. It
can be useful to increase the performance of the tool, especially when high resolution images are
used. This should be modified only if the pattern to detect takes up most of the space in the query
image or there is no clutter. This is because keypoints are sorted by their strength and it is not pos-
sible to know where they will be removed. As such it is not guaranteed that enough keypoints will
be extracted from the pattern in the query image.

Edge Match

The Edge Match algorithm, a pattern matching algorithm, does a different search for each pattern. The Tex-
ture and Contour algorithms do not. This means that the processing time adds up for each pattern trained
using the Edge Match algorithm. Use the algorithm only for a very small subset of patterns that cannot be
identified with the other algorithms. Multiple patterns can be trained with Edge Match algorithm using the
same Pattern Sorting Tool.

¢ Advanced Parameters

BEdge Match

Dawngample Ratbia: 1
Seale Range Type:  [ShightScaling 0.9- L1 -
r Tran Edge Detechon

Sen=tivity

Maore Less Fixed

rFind Edge Detecton

Sensithwity

More Less

Downsample Ratio
This subsampling factor is applied to the image before training. To speed up the subsampling when
this value is greater than three, the tool applies a coarse to fine subsampling first (by doing a sub-
sampling without anti-aliasing), followed by a fine subsampling with anti-aliasing enabled.

Scale Range Type
This is the maximum amount that the pattern in the image is scaled from its trained size.

Train Edge Detection
Sensitivity: This setting adjusts the edge grey level sensitivity for training.
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Threshold: This setting adjusts the Fixed Edge Threshold for training. A higher number rejects
edges that are not well defined. (Set Sensitivity to Fixed.)

Find Edge Detection Sensitivity
This is the edge detection sensitivity when searching for pattern edges. It is the defined as the per-
centage over the Train Edge Detection Threshold.

Pattern Sorting Tool Filters

* Match Score
The Output Best Score (or Output Best Color Score) output value must be greater than Match Score
(or Minimum Color Match) value for the tool to pass. The Match Score (or Minimum Color Match) is
the normalized correlation score of the matched (not occluded) portion of the pattern in the input
image. It is not degraded by occlusion. Since matches are sorted by the number of matched keypoints,
the tool still reports the best matched pattern even if Filter on Match Score (or Filter on Color Match
Score) is false.

* Match Fraction
The Match Fraction output property must greater than Minimum Match Fraction value for the tool to
pass. Match Fraction is an estimation of how much of the matched model's area is covered by the
matching keypoints. Because some parts of the model may not have keypoints, Match fraction is not a
precise measure of occlusion. Enable Occlusion Check Between Matched Patterns if you want a pre-
cise occlusion percentage check.
It is computed as the ratio of the convex hull area of the matching features (on the pattern) to the con-
vex hull of the area of all the detected features on the pattern. As the result gets closer to a value of
100, the likelihood of a correct matching model increases because matching keypoints are found
throughout the entire area.
Since matches are sorted by number of matched keypoints, the tool still reports the best matched pat-
tern even if Filter on Match Fraction is false.

* Match Confidence
The Match Confidence output property must greater than Match Confidence for the tool to pass.
Match Confidence is the normalized correlation score of the entire pattern in the input image. It is
degraded by occlusion. When there are no occlusions, it is possible that Match Score could be slightly
lower than Match Confidence, because scores are normalized by the standard deviation of the image.
Since matches are sorted by number of matched keypoints, the tool still reports the best matched pat-
tern even if Filter on Match Confidence is false.

* Color Match
If this is checked, a color score is calculated for the pattern and the Color Match Score is enabled. This
calculation can take additional processing time.The color score is computed as the ratio of pixels that
have a similar color with respect to model image pixels. To speed the computation, the check is exe-
cuted only on a grid of points sampled uniformly over the found match bounding box.

* Color Match Score
The minimum Color Match Score for the pattern to match.The color score is computed as the ratio of
sampled points in the input image that have a similar color with respect to pattern sampled points.

* Find Per Pattern
The Output Best Score output property must greater than Match Score for the tool to pass. The Match
Score is the normalized correlation score of the matched (not occluded) portion of the pattern in the
input image. It is not degraded by occlusion. Since matches are sorted by the number of matched key-
points, the tool still reports the best matched pattern even if Filter on Match Score is false.

How to Share a Pattern Database

NOTE: You can link a database from one tool into another, but only the primary tool can be used to modify
the database. Changes made by the primary tool will not be automatically synchronized and visible in the
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secondary tool.
You should not load the same database into two different Pattern Sorting tools in the same vision program.

The easiest way to share databases between systems, is to export the database from a primary system then
import it into the secondary system.

1.

N » e

Start VPM on the primary system and load the vision program file that contains the database you want
to share.

Click the Pattern Sorting tool and select the Database button. (If the Database button is disabled, snap
an image to enable it.)

Click the Export Database button and browse to the folder where you want to save the database. Click
Export. The file is saved with the database name and a pdpkg extension.

Close the vision program file on the primary system.
Load a vision program file that contains a Pattern Sorting tool on the secondary system.
Click the Pattern Sorting tool and select the Database button.

Click the Import Database button and browse to the folder where you saved the database in step 3.
Select the file and click Import.

In the Feature Finding Drawer
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The ROI Find tool automatically identifies a region of interest based on image edges. It can be used to
reduce the search area of other tools and speed up their processing time.

The tool works by scanning the image along rows and columns to find strong edges, then it groups the edges
together based on their relative distance from each other. It may discard areas with uniform intensity since

these areas contain less pertinent information.

Input Name What it is

Input Image

The image being inspected.

Tool Origin

The tool’s origin relative to the entire image space. Use this only if you
are trying to find an origin relative to another tool.

Input Shape List

This is the tool's search area. Only rectangular, unrotated ROls are sup-
ported. It is possible to specify complex or rotated ROls, but the tool will
automatically find the minimum bounding rectangle and use it as input
shape.

Shape List ROI
Type

Each Shape is separate ROI: Each shape is processed as a separate
ROI and the results are combined. This mode is faster than the other
mode if the shapes are far apart, but results are duplicated if the shapes
overlap.

ShapeList is One ROI: The ShapelList is one large rectangular ROl and
the shapes are the enabled pixels within the rectangle. The tool may be
slow if the shapes are far apart. This setting allows shapes to overlap
and form complex shapes without repeating the overlapped pixels and
duplicating results.
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Input Name

What it is

Exclusion Border
Thickness

Pixels inside this border are excluded from edge detection. This property
can be used to avoid processing the borders of an image which are
sometimes characterized by noise.

Sampling Resolu-
tion

The Input Image is down-sampled by this ratio before processing. A
larger number decreases tool execution time.

Sampling Step

The size of steps used when searching for edges along rows and col-
umns. It is specified in Real World Coordinates (RWC) units and it is
defined with respect to the full image (the image size before down-sam-
pling).

Smaller values means that more image pixels are processed.

Larger values means that fewer image pixels are processed, which
reduces the processing time.

Edge Detection
Sensitivity

Determines the minimum steepness or grey level value of the edge the
tool should find. A larger number or higher sensitivity means the tool
finds fewer edges.

ROI Merge Sensi-
tivity

The degree to which smaller ROIs should be grouped together to form
bigger ROIs. A smaller number creates many small output ROIs. A
larger number creates fewer large ROls.

Minimum ROI Width

The Minimum width (in RWC units) of output ROIs. Only ROIs with a
width larger than this value are retained.

Minimum ROI
Height

The Minimum height (in RWC units) of output ROIs. Only ROIs with a
height larger than this value are retained.

ROI Boundary
Expansion

The amount to expand the output ROI in RWC units.

ROI Boundary
Expansion Percent-
age

If the ROI Boundary Expansion property value is zero, this is the per-
centage amount to expand the output ROI. The default expansion per-
centage is five percent.

Target Range of
Area Coverage Per-
centage

Defines the required range of area covered by found ROls with respect
to input shape areas (or input image size if no input shapes are defined).
If the area percentage value is outside this target range, the tool fails.

Show Output Dis-
play Points

If True, the Output Vertical Edges Point List and Output Horizontal
Edges Points List are displayed on the image.

Output Name

What it is

Passed If True, at least one ROI has been found and the percentage of found
ROlIs area over the input area is less than the Target Range of Area Cov-
erage Percentage value.

Output Vertical If Show Output Display Points is True, this is the list of points found

Edges Point List

along the image’s vertical edges.

Output Horizontal
Edges Point List

If Show Output Display Points is True, this is the list of points found
along the image’s horizontal edges.
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Output Name

What it is

Output Rectangle
List Found

See below.

Output Area Coverage Percentage
This is the percentage of the area of all the input shapes that is covered by found ROIs.

If the percentage is high (for example, greater than 90%), the found ROIs cover almost all of the input
shapes area. This means either that the input image has mostly interesting areas or that the current property
value settings may need to be adjusted.

If the percentage is low (for example, less than 10%), the found ROIs cover only a small portion of the input
shapes area. This means that either the input image has few interesting areas or current property value set-
tings may be too strict.

How the areas are calculated:

¢ The input shape area is the area of its bounding rectangle, or the size of the input image if no input
shape is defined.

¢ The area of found ROIs is calculated by summing the area of all output rectangles found, including
overlaps. If two rectangles overlap, the intersection is counted twice.
The tool counts intersections twice because other tools using the output ROIs as input shapes will
have to process the two regions separately.
Since intersections are counted twice, the Output Area Coverage Percentage value can actually be
larger than 100%. This is, therefore, an indicator of how much "work" the tools that use the Output
Rectangle will have to do to process the entire image or the Input Shape.

Spot Find

In the Feature Finding Drawer

3-157

The Spot Find tool is an object or feature location tool. It detects uniformly bright (or dark) objects in an
image by finding the maximum (or minimum) average grey-level within a user-defined area. It creates an
output point list which contains the center locations of the detected objects. You can link this point list to the
Point Match Tool to check actual point locations against ideal locations. This tool is best used to locate
objects of a known size, such as balls in Ball Grid Arrays or pins in connectors. See“How to Set Up the Spot

Find Tool” on page 3-158.

Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space. Use this only if you

are trying to find an origin relative to another tool.

Find Shape List

This is the tool’s search area.
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Input Name What it is
Shape List ROI Each Shape is separate ROIl: Each shape is processed as a separate
Type ROI and the results are combined. This mode is faster than the other

mode if the shapes are far apart, but results are duplicated if the shapes
overlap.

ShapeList is One ROI: The ShapelList is one large rectangular ROl and
the shapes are the enabled pixels within the rectangle. The tool may be
slow if the shapes are far apart. This setting allows shapes to overlap
and form complex shapes without repeating the overlapped pixels and
duplicating results.

Spot Size This defines the spot area to average.

Threshold Grey-level values above this threshold (for bright objects) or below this

threshold (for dark objects) are excluded from the averages.

Spot Type The type of spot to detect.
Find Bright Spots: the maximum average grey-level within the spot is
found.
Find Dark Spots: the minimum average grey-level within the spot is
found.

Optimization Find Spots Accurately: To find spots that are irregular in size and shape.

The tool runs more slowly but with better accuracy.

Find Spots Quickly: To find spots that are more uniform in size and
shape. The tool runs more quickly.

Output Name What it is

Spot Center List A list of the spot centers found
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How to Set Up the Spot Find Tool

1.
2.

Link the desired image into the tool.

Use the Find Shape List ROI to define the tool search area, or link in the Shape List. This is the area
where the tool applies Maximum/Minimum grey-level averaging to look for objects.

Place the Spot Size ROI over an area slightly larger than the area that defines the desired spot to find.
Select the desired Spot Type. This indicates the type of spot to detect. If Find Bright Spots is selected,

the maximum average grey-level within the spot is found. If Find Dark Spots is selected, the minimum
average grey-level within the spot is found.

Select the Optimization type. For spots that are irregular in size and shape, select Find Spots Accu-
rately. The tool runs more slowly, but with better accuracy on spots of this type. To find spots that are
more uniform in size and shape, select Find Spots Quickly and the tool runs faster.

Set the Threshold input value. Grey-level values above this threshold (for bright objects) or below this
threshold (for dark objects) are excluded from the averages.
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Wide Edge Point Find

Run the tool. The output point list is generated.

Shape List ROI

Found points
highlighted

Spot Size ROI

Sample Tool Setup

Wide Edge Point Find

In the Feature Finding Drawer

3-159

The Wide Edge Point Find tool uses an adaptive or fixed threshold method to find edge points along a wide

line ROI. See “How to Set Up the Wide Edge Point Find tool” on page 3-160.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space
Wide Line ROI Points on this ROI are used for finding the edge.

Wide Line ROI List

A list of wide line ROIs used for finding the edge.

Noise Level

The amount of background noise present in the image. Higher noise
means the edges must be farther apart. Lower noise allows edges that
are closer together.

Maximum Number
Of Edges To Find

Limits the number of edges found to those with the strongest transition

Edge Pattern

The edge pattern to find (Rising indicates a transition from dark to light;
Falling indicates a transition from light to dark)

All edges

Alternating Rising/Falling

Alternating Falling/Rising

Rising Only

Falling Only

Central Rising Edge

Central Falling Edge

Blob Threshold
Method

Adaptive Threshold or Fixed Threshold (See “Blob Threshold Method”
on page 3-161)

Fixed Blob Thresh-
old Percentage

The Threshold Percentage when Fixed Blob Threshold is selected (see
“Blob Threshold Method” on page 3-161)
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Input Name

What it is

Adaptive Blob
Threshold Offset

If Adaptive Threshold Method is selected, this offset is added to the
adaptive threshold. This allows you to weight the adaptive threshold up
or down.

Subpixel Method

The type of subpixel averaging. The grey levels of adjacent pixels (3, 5,
or 7) around an edge point are averaged and used to interpolate the
edge to a fraction of a pixel.

Subpixel Position

The subpixel position for edges that are not well defined. See “Subpixel
Position” on page 3-209.

Subpixel Search
Distance in Pixels

The maximum distance, in pixels, that the subpixel algorithm searches
from the threshold edge for the subpixel edge. See “Subpixel Search
Distance” on page 3-180.

Blob Color To Find

Bright or Dark objects on the Wide Line ROI

Enable Rise/Fall
Output

If True, the Edge Rise/Fall Indicator List output is populated.

Enable Number of
Edges Per ROI Out-
put

If True, the Number of Edges Per ROI List output is populated.

Output Name

What it is

Edge Transitions
List

A list of the x and y coordinates of all the edge points found.

Edge Transitions
List Relative to
RwC

A list of the x and y coordinates of all the edge points found in real world
coordinates.

Edge Rise/Fall Indi-
cator List

A list of edges found, indicating whether the edge is rising (True) or fall-
ing (False).

Number of Edges
Per ROI List

Lists the number of found edges in each ROI.

Datalogic S.r.l.

How to Set Up the Wide Edge Point Find tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale

images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-

matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.
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ROI

ROI on image

1. Position one or more Wide Line ROIs over the area of the edges in the image you want to find. You
must have at least one ROI.
2. Find Objects That Are:
Select the type of objects the tool should find: Bright or Dark objects. Edges are found using a blob
edge detection method.
3. Adjustable Threshold

To adjust the threshold, check the Adjustable Threshold check box. For details see “Blob Threshold
Method” on page 3-161.

Wide Line RO

Find Cibjects That A gy Bright Ciark o | Adustibis Thegghald

Funids Saatdoeily Thieshokd Perant

50
i i i i IJ 0« I L

Liore: Less
Subpixel ethad | Niods - Edge Paesn. Al Edges
Subpooel Posston: | lliddie of Ssep Edge - lliaocimesm Edges:

Adjustable Threshold Adjustment

4. Noise Sensitivity: This setting adjusts for background noise in the image. The “more” setting finds
edges that are close together when there is less background noise in the image. The “less” setting is
used when there is more noise in the image and it is harder to find edges that are close together.

5. Subpixel Method: See “Subpixel Method” on page 3-180.

6. Subpixel Position: The subpixel position for edges that are not well defined. See “Subpixel Position”
on page 3-209.

7. Edge Pattern: This is the edge pattern the tool should find (Rising indicates a transition from dark to
light; Falling indicates a transition from light to dark.)

8. Maximum Edges: This limits the number of edges found to those with the strongest transitions.

Display
See “Display panel” on page 3-24.

Blob Threshold Method

Adaptive Threshold: The tool finds the peak grey level and automatically sets the threshold between the
dark and bright areas of the image depending on the statistics of the two areas. It then checks where pixels
fall within that range of grey levels to find edges. You can also apply a threshold offset to weight the adap-
tive threshold up or down. This threshold type allows the system to ignore small fluctuations in lighting,
since the threshold moves automatically.
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Adjustable Threshold: The threshold is fixed at the slider value.

Dark Bt

Threshold
Walue
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Measurement Drawer

Measurement Drawer

Angle

In the Measurement Drawer

3-163
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The Angle tool measures the angle between two user-specified lines. The lines can be found using the tool’s
built-in Line Find ROIs or they can be linked from a Pinpoint Pattern Find or Line Find tool as Origins or
Line Segments. The angle is always reported as a positive number from 0 to 360. The intersection point is

also reported.

See “How to Set Up the Angle tool” on page 3-164.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space

Line 1 Type The type of line to find. The choices are using the tool’s built-in Line Find
or link from another tool.

Wide Line ROI 1 If Line 1 Type is First Bright Line or First Dark Line, move and adjust this

ROl to find one of the tool's measurement lines.

Line Segment 1

If Line 1 Type is Link Line Segment, enter a line’s parameters, or link a
line segment from another tool. This is one of the tool's measurement
lines.

Origin 1

If Line 1 Type is Link Origin, enter an origin’s parameters, or link an ori-
gin from another tool. This is one of the tool’'s measurement lines.

Rotate Line 1 180

If True, Line 1 is rotated 180 degrees from its original position. You can
use this option if the original Line or Origin provides an angle opposite of
what you want.

Line 2 Type

The type of line to find. The choices are using the tool’s built-in Line Find
or to from another tool.

Wide Line ROI 2

If Line 2 Type is First Bright Line or First Dark Line, move and adjust this
ROl to find one of the tool's measurement lines.

Line Segment 2

If Line 2 Type is Link Line Segment, enter a line’s parameters, or link a
line segment from another tool. This is one of the tool's measurement
lines.

Origin 2

If Line 2 Type is Link Origin, enter an origin’s parameters, or link an ori-
gin from another tool. This is one of the tool's measurement lines.

Rotate Line 2 180

If True, Line 2 is rotated 180 degrees from its original position. You can
use this option if the original Line or Origin provides an angle opposite of
what you want.

Angle Direction

The direction for measuring the angle from one line to the other (Clock-
wise or Counterclockwise). See “How to Set Up the Angle tool” on
page 3-164.
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Input Name

What it is

Angle Endpoint

Choose whether or not to consider the direction of the angle’s end line
when measuring the angle. See “How to Set Up the Angle tool” on
page 3-164.

Enable Angle
Range Check

If True, the tool will pass if the measured Angle value is within the Angle
Range limits.

Angle Range

If Enable Angle Range Check is True, the tool will fail if the measured
Angle value falls outside these limits.

Output Name

What it is

Angle The measured Angle’s value. This is always a positive number from 0 to
360.

Passed If True, the measured Angle value is within the Angle Range Limits or
Enable Angle Range Check is False.

Arc The measured Angle displayed as a Wide Circular Arc ROI.

Intersection The intersection point of the Angle’s measurement lines, displayed as an

Origin aligned with Line 1.

Intersection Rela-

The intersection point of the Angle’s measurement lines, displayed as an

tive To RWC Origin aligned with Line 1, in relation to Real World Coordinates.

Found Line 1 The line segment found by Wide Line ROI 1, if Line 1 type is Find Bright
Line or Find Dark Line. This value is zero if the Line Segment or Origin is
linked.

Found Line 2 The line segment found by Wide Line ROI 2, if Line 2 type is Find Bright
Line or Find Dark Line. This value is zero if the Line Segment or Origin is
linked.

How to Set Up the Angle tool

1. Snap a good image of the desired part, then click the Setup tab.
2. Click the ROI button.
2a. To use the tool’s built-in Line Find ROIs:

¢ Select the type of Line 1 or Line 2 you want to find: First Dark Line or First Bright Line.

Line 1
LiraT}fpa:|F'stE'-;"t_'§ j I
First Bright Line
Link | [First Dark Line A0

¢ Position the Wide Line ROIs for the desired lines on the edges you want to find. Be sure that the ROIs
are oriented and aligned as desired. To adjust the ROIs, hold the cursor over an adjustment point until
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the cursor changes as shown below, then click and drag.

Rotate the

-

Move the ROI
(F)y
2 "

e

BRIl

ROI positioned on image

Adjust the ROI width

These Wide Line ROIs are the same as those in the Line Find tool with the following settings: Grey
level edges, Automatic thresholding, Medium noise level, Sampling of 50%, and Outlier distance of
three pixels. If you want to use different settings, add a Line Find tool to the task and link that tool’s
Line Segment into the Angle tool.

2b. To link a Line Segment or Origin from another tool:
¢ Select the type of ROI you want to link for Line 1 or Line 2: Link Line Segment or Link Origin.

¢ Type the ROI coordinates into the Source field or click the Link button and link the desired Line Seg-
ment or Origin. If the Line is linked, the source is displayed.

Line 2

Line Type: |Lirk Chriggin j [w Rotate 180 Degreses

Linde r.4 Source: [angle_tool setup.Image In Task. Origin: Output Crigin Relative Te R

3. Check the Rotate 180 Degrees box if you want the Line to point in the opposite direction. Rotation may
not change the reported angle, depending on the Direction and Endpoint selections on the Pass/Fail
panel. The Found or Linked Lines are marked on the image.

Line 1 First Dark
Line ROl and
Found Line

| Line 2 Linked
Line Segment

4. Click the Pass/Fail button.

3-165 Datalogic S.r.l.



Angle Impact Reference Guide

5. The Lines or linked Origin, Found Arc, and Intersection are displayed on the image.

Arc
S~ Linked Origin
«—
Line 1.}
Intersection—

6. If you check the Enable Angle Check check box, the tool will fail if the Actual Angle value is not
within the Angle Range limits. Enter the desired values in the Minus, Nominal, and Plus fields.

Angle
Mins MNominal Flus Actus]
[ Enable Angle Check 3 190 | 3 1918006
Drirection: |EW From Line 1 To Line 2 ﬂ
Endipoint: |Fl.|| Angle To Ending Line ﬂ
Intersection: {{1.769542,1.539317), 181.6454%)

7. Select the angle Direction from the drop down (Clockwise or Counterclockwise). The selection deter-
mines where the angle measurement starts and ends, and the Arc ROI is displayed with the arrowhead
pointing in the selected direction. Whether you choose CW or CCW, the measured Angle will always
be a positive number from 0 to 360.

8. Select the desired Endpoint. This allows you to choose to whether or not to consider the direction of
the ending line when measuring the angle. Sometimes line orientation is ambiguous at 180 degrees
rotation. For example, the major axis of a blob does not have 360 degrees of rotation, only 180 degrees.
In this case, choose "Shortest Angle to Ending Line" and the tool will ignore 180 degree rotations of
the ending line and always measure the shortest angle to the line.

Shortest Angle To Ending Line Full Angle To Ending Line

Display
See “Display panel” on page 3-24.
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Circle Edge Refinement

Circle Edge Refinement

In the Measurement Drawer

3-167
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The Circle Edge Refinement tool refines the center location and diameter of a circle based on an estimated
center and the number of segments to search. It indicates if the center and diameter are within an expected

range. This tool is primarily used to find the centers of the balls in a ball grid array (BGA).

Input Name What it is
Input Image The image being inspected.
Tool Origin The tool’s origin relative to the entire image space

Estimated Center
List

The list of estimated circle center point locations

Diameter Tolerance

The diameter variation allowed. The parameters are minus, nominal, and
plus.

Circle Scan Type

The type of circle and how the tool should find the edge

Circle Edge Detect
Type

First Edge, Center Edge, Best Edge: Finds one edge point per ROI, then
find fits the circle with least squared error

Best Two Edges, Best Three Edges, All Edges: finds multiple edge
points per ROI. See “Circle Edge Detect Type” on page 3-169.

Number of Line
Segments

How many circle edge segments the tool should use (minimum of 3)

Minimum Number
of Points

The least number of edge points the tool should use to refine the circle

Segment Length

The minimum line segment length the tool should use to refine the circle

Outlier Enable

See “Outlier Enable and Outlier Distance Threshold” on page 3-193

Outlier Distance
Threshold

See “Outlier Enable and Outlier Distance Threshold” on page 3-193

Edge Detection
Method

Gradient Edges or Grey Level Edges

Gradient detection generally provides more consistent results. In some
cases Gradient detection can pick up extra edges in a noisy image and
Grey Level detection may offer better control.

See “Edge Detection Method” on page 3-93.

Edge Detection
Sensitivity

Determines the minimum steepness or grey level value of the edge the
tool should find. A larger number or higher sensitivity means the tool
finds fewer edges.

Fixed Gradient
Threshold Percent-
age

The gradient threshold value for Gradient Edges Detection Method

Fixed Grey Level
Threshold Percent-
age

The grey level threshold value for Grey Level Edges Detection Method
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Input Name

What it is

Adaptive Grey
Level Threshold
Offset

If one of the adaptive settings is picked from Edge Detection Sensitivity,
and Grey Level Edges is selected, then this offset is added to the adap-
tive threshold. This allows you to weight the adaptive threshold up or
down.

Noise Level The amount of background noise present in the image. Higher noise
means the edges must be farther apart. Lower noise allows edges that
are closer together.

Motion Blur The offsetting vector to compensate for blur in the image.

Bounding Circle
Enable

The bounding circle is the smallest circle that includes all the points
found by the tool. If Outlier Enable is True, the tool first eliminates outli-
ers then get the bounding circle using the remaining points.

Subpixel Method

The type of subpixel averaging
The grey levels of adjacent pixels (1, 3, 5, 7, or 9) around an edge point
are averaged and used to interpolate the edge to a fraction of a pixel.

Subpixel Position

The subpixel position for edges that are not well defined. See “Subpixel
Position” on page 3-209.

Arc Angle Range

The tool finds and fit points over this part of the circle. By default the
range is 0 to 360 degrees. For arcs of 180 degrees or less, the fitted
radius and center point are less accurate than for full circles. The param-
eters are minus, nominal, plus, include end, and include start.

Output Name

What it is

Valid Circle Found
List

A list of true/false indications of valid circles found

Refined Center List

The list of refined circle center point locations

Valid Refined Cen-
ter List

The list of valid refined circle center point locations

Refined Diameter
List

The circles’ refined diameters

Maximum Fit Error
List

A list of the measurements that exceeded the maximum fit

All Diameters In Tol-
erance

If true, none of the diameters were outside the defined tolerance

Diameter in Toler-
ance List

A list of the diameters that were within tolerance

Edge Point List

A list of the circle’s edge points found

First Circle Line
Segment List

A list of the line segments describing the first refined circle

Bounding Circle
Center List

If Bounding Circle Enable is True, this is the list of points that describe
the Bounding Circles.
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Output Name

What it is

Bounding Circle
Diameter List

If Bounding Circle Enable is True, this is the list of Bounding Circle diam-
eters.

Circle Edge Detect Type

The first three settings are designed to find one edge point per ROI. The tool will then find fit the circle with
least squared error.

The last three settings will find multiple edge points per ROI. In these cases, a least squared error fit is unre-
liable, so the tool will first do a Hough transform to find the subset of points that are within nominal diame-
ter tolerance, and then do a least squared error fit. The Hough transform step adds time, so it should only be
used when you cannot reliably find the correct single edge on the majority of the ROIs.

If there are close concentric circles, then you should set the Diameter Tolerance with limits that separate the
circles. For example, if you are finding a circle with diameter 100 and there is also a concentric circle with
diameter 110, then you should set the upper limit of the Diameter Tolerance to 105 so that the tool can dis-

criminate between them.

Circle Gauge

In the Feature Finding, Locating, and Measurement Drawers

3-169

i

&

The Circle Gauge tool radially searches for edge points within the ROI, then finds the best fit circle to the
found points. The tool can be set to find either a circle or a ring. It will output an origin placed at the circle or

ring center.

If the tool is set to find a circle, the pass or fail can be based on the average radius, as well as the percentage
of the radial lines that contain found points and that fit the radius tolerance.

If the tools is set to find a ring (two circles that make up the Inner Diameter (ID) and the Outer Diameter
(OD) of the ring), the pass or fail can be based on the fitted radius of the ID and OD; the thickness and con-
centricity of the ring; and the percentage of radial lines that contain found points on both rings and fit the
radius and ring thickness tolerances. See “How to Set Up the Circle Gauge tool” on page 3-172.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space

Circle ROI The desired region of the image to search.

Circle Type See “How to Set Up the Circle Gauge tool” on page 3-172

Edge Detection
Method

Gradient Edges or Grey Level Edges

Gradient detection generally provides more consistent results. In some
cases Gradient detection can pick up extra edges in a noisy image and
Grey Level detection may offer better control.

See “Edge Detection Method” on page 3-93.

Edge Detection
Sensitivity

The sensitivity level determines the transition level necessary for detec-
tion. A higher value detects fewer edges.
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Input Name What it is

Fixed Gradient The gradient threshold value for Gradient Edges Detection Method when

Threshold Percent- | Edge Detection Sensitivity is set to Fixed Threshold

age

Fixed Grey Level The grey level threshold value for Grey Level Edges Detection Method

Threshold Percent- | when Edge Detection Sensitivity is set to Fixed Threshold

age

Noise Level The amount of background noise present in the image. Higher noise
means the edges must be farther apart. Lower noise allows edges that
are closer together.

Sampling Percent The radial sampling rate - for example, 100 will sample every radial, 50
will sample every other radial, O will sample a minimum of 2 radials.
Higher numbers increase accuracy, lower numbers increase speed.

Outlier Distance Outlying points beyond this distance from the found circle (in units) are

Threshold excluded.

Auto-Select Outlier | If True, the Outlier Distance Threshold value is automatically calculated

Distance Threshold | for each image.
If False, you must click the Train button to calculate the Outlier Thresh-
old.

Max Fitting Error The maximum deviation allowed from a straight line (0 indicates a
straight line)

Max Percent of The tool will fail if the percent of the edge points that are out of tolerance

Points Out of Toler- | exceeds this value. A point is out of tolerance if it is not found, is an out-

ance lier, is out of radius tolerance, or is out of ring thickness tolerance. The
current Percent of Points Out of Tolerance is an output.

Enable Radius If this is true, the fitted radius and each edge point is checked against the

Check Inner and Outer Radius tolerance. The tool will fail if the fitted radius
exceeds the tolerance. Each edge point is tested against the tolerance. If
it exceeds the Outer or Inner Radius tolerance, it is put in the outlier
point list and added to the Percent of Points Out of Tolerance.

Outer Radius Toler- | If Enable Radius Check is true, found points outside this tolerance are

ance excluded from the Outer Edge points. The tool will fail if the Outer Circle
radius is greater than this tolerance. (Circle type is Ring.)

Inner Radius Toler- | If Enable Radius Check is true, found points outside this tolerance are

ance excluded from the Inner Edge points. The tool will fail if the Inner Circle
radius is greater than this tolerance.

Enable Roundness | If true, the difference is calculated between the greatest radius and least

Check radius of all the points on the circle, including statistical outliers. If Enable
Smoothing Filter is true, noise points are excluded to provide more reli-
able results.
If a ring is being gauged, then the roundness error is the larger error of
the two circles. The tool fails if this value exceeds the Max Roundness
Error.
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Input Name

What it is

Max Roundness
Error

This is the difference between the greatest radius and least radius of all
the points on the circle, including statistical outliers. If a ring is being
gauged, then the roundness error is the larger error of the two circles.

Enable Smoothing
Filter

If true, the tool removes isolated outlier points (by excluding noise
points) for the Roundness and Bounding Circle calculations, since these
calculations are sensitive to individual defect points. An isolated outlier is
one where both neighbors are not outliers.

If two points in a row are beyond outlier distance, they are still consid-
ered a defect in Roundness and Bounding Circle calculations. All outlier
points are still used in the "Percent of Points Out Of Tolerance" check.

Enable Bounding
Circle

If true, the output "Bounding Circle" is calculated. The bounding circle is
the smallest circle that includes all the points found. If Enable Smoothing
Filter is true, noise points are excluded to provide more reliable results.
If the Bounding Circle radius exceeds the Outer Bounding Radius Toler-
ance, the tool will fail.

Outer Bounding
Radius Tolerance

If Enable Bounding Circle is true, and the Bounding Circle radius
exceeds this tolerance, the tool will fail.

Enable Inscribed
Circle

If True, the Inscribed Circle output is calculated. The Inscribed Circle is
the largest circle that can fit inside all the points found.

Inscribed Radius
Tolerance

If Enable Inscribed Circle is True, and the Inscribed Circle’s radius
exceeds this tolerance, the tool will fail.

Enable Ring Thick-
ness Check

If true, the ring’s thickness at each radial line is calculated and checked.
The tool fails if this value exceeds the Ring Thickness Tolerance. The
Ring Thickness is an output. (Circle Type must be a Ring type.)

Each individual pair of inner and outer points on a radial line is also
checked against the tolerance. If the pair exceeds the tolerance (or
either the inner or outer point is missing), it is moved to the outlier list
and added to the Percent of Points Out of Tolerance.The ring thickness
at each radial line is the "Ring Thickness List" output.

Ring Thickness Tol-
erance

If Enable Ring Thickness Check is true, and the Ring Thickness exceeds
this value, the tool will fail.

Enable Concentric-
ity Check

If true, the ring’s concentricity is calculated and checked. The tool fails if
this value exceeds the Max Concentricity Error. The Concentricity Error
is an output. The concentricity error is the distance, in units, between the
inner and outer circle centers. (Circle Type must be a Ring type.)

Max Concentricity
Error

If Enable Concentricity Check is true, and the Concentricity Error
exceeds this value, the tool will fail.

Output Name

What it is

Passed If True, the found circle’s parameters lie within all the limits.
Outer Circle The found outer circle.
Inner Circle The found inner circle (Circle type is Ring).
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Output Name

What it is

Circle Shapelist

The found outer circle as a Shapelist if Circle type is Circle. The outer
circle with an inner circle hole if Circle type is Ring.

Output Origin Rela-
tive to Tool

The found origin point, relative to the Tool Origin, if any.The origin is
positioned at the circle center if the Circle type is Circle. If Circle type is
ring, then it is centered at the average center of the ID and OD.

Output Origin Rela-
tive To RWC

The found origin, relative to the entire image space. The origin is posi-
tioned at the circle center if the Circle type is Circle. If Circle type is ring,
then it is centered at the average center of the ID and OD.

Outer Edge Points

Points used to form the Outer Circle.

Outer Outlier Points

The points further from the Outer Circle than the Outlier Distance
Threshold.

Inner Edge Points

Points used to form the Inner Circle. (Circle type is Ring.)

Inner Outlier Points

The points further from the Inner Circle than the Outlier Distance Thresh-
old.

Percent of Points
Out of Tolerance

The percent of the edge points that exceed any of the tolerance checks.
A point is out of tolerance if it is not found, is an outlier, is out of radius
tolerance, or is out of ring thickness tolerance.

Roundness Error

The amount that the circle is out of round. Circle’s with a larger value are
less round.

Ring Thickness

This is the average ring thickness as measured at each radial line.

Concentricity Error

The tool fails if this value exceeds the Max Concentricity Error. The con-
centricity error is the distance, in units, between the inner and outer cir-
cle centers. (Circle Type must be a Ring type.) Larger values indicate
that the circles are less concentric.

Concentricity Line
Segment

A line representing the amount and direction of the Concentricity Error.

Bounding Circle

The bounding circle is the smallest circle that includes all the points
found. (Enable Bounding Circle must be True.)

Bounding Circle
Shapelist

The Bounding Circle as a Shapelist.

Inscribed Circle

The Inscribed Circle is the largest circle that can fit inside all the points
found. (Enable Inscribed Circle must be True.)

Inscribed Circle
Shapelist

The Inscribed Circle as a shapelist.

Ring Thickness List

The ring thickness at each radial line. (Circle type is Ring.)

Datalogic S.r.l.

How to Set Up the Circle Gauge tool
1. Snap a good image of the desired part, then click the Setup tab.
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Click the ROI button. Position the Circle ROI over the circle or ring you want to find. Be sure that the
ROI completely encloses the circle or ring. To adjust the ROI, hold the cursor over an adjustment point
until the cursor changes to one shown below, then click and drag.

ROI positioned on image

Adjust Inner and Outer
Adjust Arc ROI Diameter

Length

Move the ROI

Adjust ROI size

3.

4.

Select the "Circle-Type" based on the shape you want to find:
Dark Circle from Outside In - Start at the outer edge and search inward for a bright to dark edge
Dark Circle from Inside Out - Start at the inner edge and search outward for a bright to dark edge
Bright Circle from Outside In - Start at the outer edge and search inward for a dark to bright edge
Bright Circle from Inside Out - Start at the inner edge and search outward for a dark to bright edge
Dark Ring from Outside In - Do both Outside In and Inside Out searches for bright to dark edges

Dark Ring from Inside Out - Start at the ROI mid-Diameter and search outward and inward for dark to
bright edges

Bright Ring from Outside In - Do both Outside In and Inside Out searches for dark to bright edges

Bright Ring from Inside Out - Start at the ROI mid-Diameter and search outward and inward for
bright to dark edges

The Inside Out Ring types will only work if the ROI mid-Diameter is located on the ring, since the
search starts at the mid-Diameter.

The detected edges are displayed on the image.

Important: Adjust the threshold and sensitivity options in the Circle ROI selection area until all the
desired edges are marked in the image.

Gradient and Grey Level edge detection types are supported. In cases where Gradient edge detection
picks up extra edges in a noisy image, Grey Level may offer better results.

Found points are marked with the following colors:
Purple - OD points that are not outliers

Yellow - OD points that are outliers

Red - ID points that are not outliers

Orange - ID points that are outliers
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5. Sampling Percent: This is the radial sampling rate. For example, 100 will sample every radial, 50 will
sample every other radial, 0 will sample a minimum of 2 radials. Higher numbers increase accuracy,
lower numbers increase speed.

Always Auto-Select Outlier Threshold: Check this if you want the tool to automatically calculate the
Outlier Maximum Distance value for each image. If this is not checked, click the Train button to cal-
culate the distance for the current image.

Outlier Distance: Outlying points beyond the Maximum Distance from the found line are not included
in the line.

T
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6. Click the Pass/Fail button. Adjust the settings in the Filter Area to define which image features you
want to check.
% Out of Tolerance - The percent of the edge points that can be out of tolerance. A point is out of tol-
erance if it is not found, is an outlier, is out of radius tolerance, or is out of ring thickness tolerance.
Roundness Error - The difference between the greatest radius and least radius of all the points on the
circle, including outliers.
Concentricity Error - (Ring Only) The concentricity error is the distance, in units, between the inner
and outer circle centers. Larger values indicate that the circles are less concentric.
Fitting Error - This value is an indication of how well the found circle fits the trained circle. Larger
values indicate a worse fit.
Smoothing Filter - Removes isolated outlier points (both neighbors are not outliers) for the Roundness
and Bounding Circle calculations.

Filter
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7. Adjust the settings in the Tolerances Area to further refine the image features you want to check.
Bounding Circle - The size of the smallest circle that includes all the points found.
Inscribed Circle - The largest circle that can fit inside all the points found.
Radius - The fitted radius and each edge point is checked against the Inner and Outer Radius tolerance.
Ring Thickness - (Ring Only) The ring’s thickness at each radial line is calculated and checked.

Tolerances
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8. Display
See “Display panel” on page 3-24.
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Line Find-Measure

Line Find-Measure

See “Line Find” on page 3-88.

Line Gauge

In the Measurement Drawer

3-175

The Line Gauge tool finds the distance between two points (the Primary Endpoint Position and the Second-
ary Endpoint Position) using a single line ROI.

The tool can be calibrated so that the distance measured in pixels on the image relates correctly to the mea-
surement’s real-world units. You can calibrate the tool and/or the camera. For example, you can calibrate the
tool on a sample part as well as calibrate the camera for all parts. If you have multiple measurements and are

concerned with lens distortion or multiple image planes, you can calibrate each tool separately.

See “How to Set Up the Line Gauge tool” on page 3-177.

Input Name What it is

Input Image The image being inspected.

Tool Origin The tool’s origin relative to the entire image space

Wide Line ROI Points on this ROI are used for measuring. If the ROI goes partly off the

image during runtime, it is clipped at the image’s edge.

Wide Line ROI List

A list of wide line ROIs used for measuring

Distance Type

Euclidean: direct distance between the points

AbsoluteX: the distance between Point One and a line through Point
Two's X coordinate and perpendicular to the X axis

AbsoluteY: the distance between Point One and a line through Point
Two's Y coordinate and perpendicular to the Y axis

Distance Tolerance

If the distance between the beginning and ending measurement points
exceeds this value, the tool will fail. The parameters are minus, nominal,
and plus.

Primary Endpoint
Position

The starting point for measuring, beginning from the tail end of the ROI

Secondary End-
point Position

The ending point for measuring, beginning from the tail end of the ROI

Primary Use Center

If True, the measurement starting point is half way between the Primary
and Secondary Endpoints

Secondary Use
Center

If True, the measurement starting point is half way between the Second-
ary Endpoint and the next point beyond it

Blob Color To Find

Bright, Dark, or both color objects

Blob Threshold
Method

See “Grey Level Threshold Types” on page 3-84 for more details.

Fixed Blob Thresh-
old Percentage

The grey level threshold value for fixed single threshold types (in per-
centage)
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Input Name

What it is

Adaptive Blob
Threshold Offset

If Adaptive Threshold Method is selected, this offset is added to the
adaptive threshold. This allows you to weight the adaptive threshold up
or down.

Noise Level

The amount of background noise present in the image. Higher noise
means the edges must be farther apart. Lower noise allows edges that
are closer together.

Maximum Number
of Edges to Find

Limits the number of edges found to those with the strongest transition

Edge Pattern

The edge pattern to find (Rising indicates a transition from dark to light;
Falling indicates a transition from light to dark)

Subpixel Method

Indicates how many subpixel points to average when finding the edge
points. More points used provides greater accuracy but takes more time.
See “Subpixel Method” on page 3-180.

Subpixel Position

The subpixel position for edges that are not well defined. See “Subpixel
Position” on page 3-209.

Subpixel Search
Distance in Pixels

The maximum distance, in pixels, that the subpixel algorithm will search
from the threshold edge for the subpixel edge. See “Subpixel Search
Distance” on page 3-180.

Number of Steps

Duplicates the Wide Line ROI. Allows multiple measurements that occur
at regular intervals across the image with one tool.

Step Distance

The distance between the measurement steps

Step Angle in
Degrees

When you enter a value for Number of Steps, the tool will repeat the
same measurement "Number of Steps" times. Step Angle is the refer-
ence angle for the step segments in relation to the primary Wide Line
ROI, in degrees.

For purposes of conversion, one radian is equal to 180 divided by pi
(approximately 57.296 degrees). One degree is equal to pi divided by
180 (approximately 0.01745 radians)

Scale Factor

The scale factor applied to the output distance. This is applied after any
camera calibration. See “Train the Scale Factor” on page 3-179.

Scale Factor Train
Distance

When the tool is trained, this scale factor is calculated so that the mea-
sured distance is scaled to this value.

Scale Factor List

The list of Scale Factors used when Number of Steps is greater than
one.

Scale Factor Train
Distance List

The list of Scale Factor Train Distances used when Number of Steps is
greater than one.

Output Name

What it is

All in Tolerance

If True, all measurements are within tolerance

In Tolerance List

A list of measurements indicating whether In Tolerance is true or false

Datalogic S.r.l.
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Line Gauge
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Output Name

What it is

Distance List

A list of distances measured

Distance Error List

A list of measured distances minus the nominal

Edge Point List

A list of the found edge point locations

Distance Segment
List

A list of the measured line segments

Step Segment List

A list of the step line segments (when Number of Steps is greater than 1)

Number of Edges
Per ROI List

The number of edges found on each ROI.

How to Set Up the Line Gauge tool

General

1. Image: To use a different image source, click the Link button. The tool works only with greyscale

images.

2. Origin: If there is a tool with an output origin above this tool in the task tree, an origin may be auto-
matically linked. To delete the link and set the origin to 0,0,0, click the link delete button.

ROI

ROI on image

1. Position the ROI over the edges in the image you want to measure. If you want to make multiple mea-
surements, check the Repeat Measurement check box.

2. Find Objects That Are Bright/Dark:

Select the type of edges the tool should find, Bright (transition is from darker pixels to lighter pixels)
or Dark (transition is from lighter pixels to darker pixels). Edges are found using a blob edge detection

method.

3. Adjustable Threshold

Datalogic S.r.l.
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To adjust the threshold, check the Adjustable Threshold check box. For details see “Blob Threshold
Method” on page 3-161.

Line RO
Find Desmcts That Ase @ Enght J| Adustabie Treeshold  Subpiosd Metrasd:  Mong -
Ciark
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Adjustment
Adjustable Threshold

Subpixel Method: See “Subpixel Method” on page 3-180.
Noise Sensitivity: This setting adjusts for background noise in the image. The “more” setting finds
edges that are close together when there is less background noise in the image. The “less” setting is
used when there is more noise in the image and it is harder to find edges that are close together.

6. Repeat Measurement: Check this to create multiple ROIs so you can make multiple measurements with
a single tool. Enter the number of ROIs you want the tool to use.

I ¥ i Click and drag final ROI to
| 44— adjust distance between ROls

Use beginning ROI to
adjust all ROl lengths and
positions

Repeat Measurement ROIs on image

Endpoint & Type
1. Select Beginning and Ending Measurement Points
Click the Beginning Point radio button and select the point where the measurement should start. Then
click the Ending Point radio button and select the point where the measurement should end. If there
are multiple ROIs, the measurement direction is the same for all of them.

_—

Example: Select this point as the
Beginning Point of measurement

Salgc Beginnng and Ending Wsasoament Pomis: (@ Begmeming Foni Ending

Example: Select this point as the/
Ending Point of measurement Select Beginning and Ending Measurement Points
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2. Center Measurement
Center the measurement beginning: When you select this, the measurement beginning is centered
between the selected Beginning Point and the next point on the ROI.
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Center the measurement end: When you select this, the measurement end is centered between the
selected Ending Point and the next point on the ROI.

Selected Beginning Point h

b

Selected Ending Point T
\ Measurement ending is centered
Vg between the Ending Point and

s the next point on the ROI.

Measurement beginning is centered
between the Beginning Point and the
next point on the ROL.

& ¢

Center the Measurement Beginning Center the Measurement End

3. Measurement Type
Euclidean: The tool measures the length of a straight line between the measurement beginning point
and ending point.
Absolute X: The tool measures the length of a straight line between the measurement beginning point
and the X axis of the measurement ending point.
Absolute Y: The tool measures the length of a straight line between the measurement beginning point
and the Y axis of the measurement ending point.

Measurement Beginning Point

Euclidean Absolute Y Absolute X

Measurement Ending Point

Pass/Fail

1. Pass/Fail: Indicates whether the measurement was within the measurement tolerances.

2. Enter the Measurement Tolerances
The ideal measurement range is the nominal value, plus and minus